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Abstract

By means of a systematic literature review, we provide a comprehensive overview of 52 contributions on the estimation of the probability of default according to the "Expected Credit Loss Model" (ECLM) in IFRS 9 and the corresponding stage allocation. We distinguish the models discussed to estimate the probability of default with regard to the data they use as well as their time-space and state-space. Thus, we not only consider the merits and limitations of particular models in isolation, but also demonstrate how they are related to each other and where they differ. Due to the methodological diversity alone, it can be expected that loss allowances for expected credit losses will differ significantly across banks. In addition, we discuss the implementation of the stage allocation in the ECLM. Its inherent scope for discretion is likely to further amplify differences in the level of loss allowances across banks.
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1 Introduction

The replacement of the “incurred loss model” in IAS 39 by the “expected credit loss model” (ECLM) in IFRS 9 represents a major paradigm shift in the impairment rules for financial instruments. Previously, loan loss allowances had to be recognized only if there was objective evidence that an impairment had already incurred. However, the financial crisis revealed that impairments were often recognized “too little, too late”. In response to political pressure (FCAG 2009; FSF 2009; G20 2009), the IASB has therefore developed a new impairment model for financial instruments. Since 2018 entities have to test whether or not a financial instrument has experienced a significant increase in credit risk since origination. If not, an amount equal to the expected credit loss due to events within the next 12 months has to be recognized. Otherwise, a loss allowance equal to the expected credit loss over the remaining lifetime has to be set aside.
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Compared to the Basel Accords, where banks may also provide their own estimates of expected losses, IFRS 9 differs mainly with regard to the probability of default (PD). Under the Basel Accords, it is sufficient to estimate the likelihood that a borrower will default within the next year. For IFRS 9, however, the PD over the remaining lifetime of a financial instrument has to be determined. Since the decision whether a financial instrument experienced a significant increase in credit risk since origination or not is to be based on the PD over the remaining lifetime as well, such estimates are required for all financial instruments within the scope of the new impairment model. Yet, IFRS 9 is a principle-based standard, and does not prescribe specific models to be used. Since its publication, a variety of different models have therefore been proposed. But a comprehensive overview and comparison of these models is missing so far.

Against this background, we provide a systematic literature review on estimating the PD for IFRS 9 and the determination of significant increases in credit risk since origination. To create our sample, we conducted a extensive literature search on several academic databases. To ensure a comprehensive sampling, we selected from the search results those contributions that either directly or indirectly refer to IFRS 9. For quality reasons, however, we have mainly included contributions that have been issued by renowned publishers. In total, our final sample comprises 52 contributions.

Our review makes several contributions to the literature. First, we complement previous surveys on estimating the PD according to IFRS 9. These include surveys by Brunel (2016a), Xu (2016), and Skoglund (2017) who already discuss a number of statistical models, benchmark studies by Altman et al. (2020), Breeden and Vaskouski (2020), and Breeden and Crook (2020) who have also compared several models empirically, and the textbooks by Baesens et al. (2017) and Bellini (2019) who provide many practical examples. Yet, unlike these contributions, which have selectively surveyed the previous credit risk literature, we systematically review and synthesize the literature related to IFRS 9. We classify the models under consideration according to their underlying data as well as their state-space and time-space. This allows us not only to discuss the extent to which individual models are suitable for meeting the requirements of IFRS 9, but also to emphasize the relationships and differences between these models. In addition, we also discuss some challenges that arise in connection with the consideration of forward-looking information when estimating the PD. Our review may therefore not only be relevant for researchers, but also for practitioners who wish to replace the first generation of their IFRS 9 models with more sophisticated ones, as well as for auditors and supervisors charged with monitoring these models (EBA 2020).

Second, we provide a critical appraisal of the stage allocation. We emphasize that the assessment of significant increases in credit risk is highly discretionary, which is likely to exacerbate differences in loan loss allowances across banks. Moreover, we find that the stage allocation is occasionally misunderstood as a two-grade rating system. Significant increases in credit risk would thereby only be based on the absolute risk of default on the balance sheet date, whereas IFRS 9 generally requires a comparison with the expected risk of default at origination. In addition, since the stage allocation should be performed at the level of individual financial instruments, we argue that the PD for IFRS 9 should ideally be measured at the account level instead of the portfolio level as well.

This argument is closely related to our third contribution, which emerges from a comparison of IFRS 9 and the Basel Accords. In contrast to previous comparisons, we emphasize two aspects which
have direct implications for the measurement of the PD. On the one hand, we highlight differences in the calibration of the PD. While for IFRS 9 the PD should be estimated at the account level, the Basel Accords prescribe to calibrate it either at the rating class or portfolio level, depending on the customer segment under consideration. Approaches to adjust regulatory PDs for purposes of IFRS 9 therefore not only entail significant model risk, but in our view also represent a coarse implementation of IFRS 9. Yet, on the other hand, we also underline parallels between the PD for IFRS 9 and internal ratings according to the Basel Accords. In particular, we advocate that models to estimate the PD over the remaining lifetime may at least be used as a starting point for assigning long-term ratings as required by Basel III. In this respect, we also argue that the common classification that IFRS 9 requires "point-in-time" (PIT) ratings or PDs, while the Basel Accords require "through-the-cycle" (TTC) ratings or PDs, seems both to be misleading and to exaggerate the differences between the two standards.

The remainder of this paper is structured as follows. In the next section, we will provide a short summary of the expected credit loss model and compare it to the expected loss models in US-GAAP and the Basel Accords. Thereafter, we will outline how we have identified and selected relevant contributions that are included in our literature sample, and introduce some notational conventions. In sections 5 to 9 we provide a structured overview of the models discussed in the literature for estimating the probability of default for IFRS 9 and approaches to adjust regulatory estimates. In sections 10 and 11 we will address the consideration of forward-looking information and the operationalization of the SICR-test. In the final section, we summarize this paper and suggest avenues for future research.

2 Expected Loss Models in Accounting and Regulation

2.1 IFRS 9’s Expected Credit Loss Model

The ECLM has to be applied to financial instruments that are either categorized as assets measured at amortized cost or assets that are measured at fair value through other comprehensive income (IFRS 9 5.2.2). Typical products within these categories include loans, credit cards, corporate bonds and treasury bills. The impairment rules also apply to lease and trade receivables, customer contracts, and to specific liabilities such as financial guarantees and loan commitments.\(^1\)

Each financial instrument that is within the scope of the ECLM has to be assigned to one of three stages, as depicted in figure 1. Depending on its performance since origination, an entity has to determine for each financial instrument whether or not it has experienced “a significant increase in credit risk since initial origination”, which is typically abbreviated with “SICR-test”. If the SICR-test is negative, the financial instrument belongs to the first stage. Within this stage, an entity has to recognize a loss allowance equal to the expected credit loss due to a default within the next twelve months (IFRS 9.5.5.5). If the SICR-test is positive, the financial instrument belongs to the second stage and a loss allowance equal to the expected credit loss over its remaining lifetime has to be

\(^1\) The impairment rules do not apply to financial assets measured at fair value through profit or loss, such as equity instruments, all types of derivatives, insurance contracts, as well as interests in subsidiaries, associates and joint ventures.
Significant increase in credit risk since initial recognition

<table>
<thead>
<tr>
<th>Stage 1</th>
<th>Stage 2</th>
<th>Stage 3</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Performing</strong></td>
<td><strong>Under-performing</strong></td>
<td><strong>Non-performing</strong></td>
</tr>
<tr>
<td>Recognition of expected credit losses</td>
<td>12-month ECL</td>
<td>Lifetime ECL</td>
</tr>
<tr>
<td></td>
<td>Lifetime ECL</td>
<td>Lifetime ECL</td>
</tr>
<tr>
<td>Basis for applying the effective interest rate</td>
<td>Gross carrying amount</td>
<td>Gross carrying amount</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Amortised cost carrying amount</td>
</tr>
</tbody>
</table>

Figure 1: The three stage approach.

recognized (IFRS 9 5.5.3). Within both stages, interest revenue has to be calculated by applying the effective interest rate to the gross carrying amount (IFRS 9 5.4.1).\(^2\) If the instrument is not only significantly underperforming relative to initial expectations, but even credit impaired, it belongs to the third stage (IFRS 9.5.4.4). In this case, a loss allowance equal to the expected credit loss over the remaining lifetime has to be recognized as well, but the effective interest rate has to be applied on the amortized cost carrying amount (IFRS 9 5.4.1). If the reasons for a stage transfer cease to apply at a later balance sheet date, the instrument must be transferred back into the appropriate stage (IFRS 9 5.5.7). Exceptions to this general impairment approach exist for assets that were already credit impaired at purchase or origination (IFRS 9 5.5.13) and for trade receivables, lease receivables and contract assets without a significant financing component (IFRS 9 5.5.15).

Expected credit losses are defined in IFRS 9 (App. A) as the “difference between all contractual cash flows [...] and all the cash flows that the entity expect to receive”, and shall fulfil three conditions (IFRS 9 5.5.17). First, they shall be an unbiased and probability-weighted amount. Second, they shall take into account the time value of money, which is done by discounting the expected credit losses by the effective interest rate.\(^3\) And thirdly, they shall reflect information about past events, current conditions, and forecasts of future economic conditions, i.e. forward-looking information. The period over which lifetime expected credit losses have to be measured is in general the remaining time to contractual maturity (IFRS 9 5.5.19). The only exception to this are revolving instruments, such as credit cards, where lenders are exposed to credit risk beyond the contractual notice period. In this case, the remaining economic lifetime is to be used (IFRS 9 5.5.20). In addition, IFRS 9 generally requires to measure expected credit losses at the level of individual instruments. A collective assessment shall only be used as an approximation if reasonable and supportable information is not available without undue cost or effort (IFRS 9 B5.5.4).

It is common to decompose a financial instrument’s expected credit loss into its individual com-

\(^2\) Exceptions from this apply to financial assets that were already credit impaired at purchase or origination, where the credit-adjusted effective interest rate has to be used.

\(^3\) Using the effective interest rate as discount rate distinguishes the expected credit losses from the more general concept of expected losses, where the choice of the discount rate is discretionary.
ponents (Xu 2016; EBA 2020):

\[ ECL_i = E \left[ \sum_{\tau=1}^{M_i} PD_{i\tau}(z_\tau) \cdot LGD_{i\tau}(z_\tau) \cdot EAD_{i\tau}(z_\tau) \cdot \frac{1}{(1 + k_i)^{z_\tau}} \bigg| z_0 \right], \]

where the exposure at default \((EAD_{i\tau})\) is the monetary amount outstanding at the time of default, the loss given default \((LGD_{i\tau})\) is the fraction of \(EAD_{i\tau}\) that is expected to be lost in the case of default, \(PD_{i\tau}\) is the marginal probability of default in period \(\tau\), and \(k_i\) is the effective interest rate. \(M_i\) is the shorter of one year and the remaining lifetime if the instrument is allocated to stage 1. Otherwise, it is equal to the remaining lifetime. Conditional on the vector of macroeconomic variables \(z_\tau\), the individual components are usually assumed to be independent. But irrespective of how the values of \(z_\tau\) are predicted or selected, they can only be based on the information available up to the balance sheet date \((z_0)\).

To determine whether a financial instrument has experienced a significant increase in credit risk since initial origination or not, entities have to assess changes in the risk of default (IFRS 9 5.5.9). However, this is subject to a few qualifications. First, other determinants of credit risk, like changes in the LGD, shall explicitly not be considered (IFRS 9 B5.5.12). Second, to assess changes in credit risk, entities have to compare at each balance sheet date the present risk of default over the remaining lifetime to the corresponding risk of default as it was expected at origination. This implies that the initial expectation must be adjusted for the decrease in the risk of default that is solely attributable to the passage of time (IFRS 9 B5.5.11). As a practical expedient, entities are also allowed to use changes in default risk over the next 12 months, if this does not result in a biased assessment, for example due to omitted default concentrations at a specific maturity (IFRS 9 B5.5.13). However, supervisors have clarified that they expect banks to make only limited use of such operational simplifications (BCBS 2015; EBA 2017). Third, it is explicitly clarified in IFRS 9 that it is not permitted to base the SICR-test on an assessment of the absolute value of the default risk at the reporting date, unless a financial instrument has a low credit risk (IFRS 9 5.5.10). This can for example be assumed if the instrument has an investment grade rating (IFRS 9 B5.5.22–24).

And finally, it has also been clarified that a financial instrument cannot be in multiple stages at the same reporting date (ITG 2015). This implies that if several scenarios are used, the weighted average of the scenario-specific PDs must be determined before the stage assignment is performed.

However, what constitutes a "significant" increase in credit risk is only vaguely defined. The IASB has only stipulated that there will be already a significant increase before a financial instrument becomes credit-impaired, and introduced the rebuttable presumption that credit risk significantly increased if an obligor is more than 30 days past due (IFRS 9 5.5.11). In addition, a comprehensive but non-exhaustive list of indicators is provided in IFRS 9 which may be relevant to assess changes in credit risk (IFRS 9 B5.5.17). Furthermore, the BCBS has clarified that 'significant' should not be equated to statistical significance. Instead, it has to be interpreted as a 'substantial' increase in credit risk (BCBS 2015). But apart from these broad guidelines, it is not further specified what constitutes a 'significant' increases in credit risk. It is therefore at the discretion of banks to concretize this term.
2.2 Differences to the Basel Accords and US-GAAP

The expected credit loss model in IFRS 9 is very similar to the current expected credit loss (CECL) model in US-GAAP. The most striking difference is that the latter does not require a stage allocation. Instead, lifetime expected credit losses have to be recognized from the onset. This implies that it is not necessary to estimate expected losses at the level of individual exposures, and less complex portfolio models can be used (Breeden and Vaskouski 2020). Other material differences are related to the scope of the impairment models and the treatment of financial instruments that are already credit-impaired at purchase (Hashim et al. 2016), which are, however, beyond the scope of our paper.¹

The calculation of expected losses for credit risk is also necessary under the Basel Accords, among other things as part of the more extensive requirements for calculating regulatory capital. There are basically two approaches available to banks for this purpose (BCBS 2019, CRE 20.1). In the standardised approach, each exposure is assigned a predefined risk weight, on the basis of which the minimum requirements for regulatory capital are calculated. Under the internal ratings-based (IRB) approach, which is subject to regulatory approval, banks are allowed to base the risk weights on their own risk component estimates, like the PD and the LGD (CRE 30.1).⁵ Various supervisors have indicated that the models developed for regulatory purposes may also be used as a starting point for IFRS 9 (BCBS 2015; EBA 2017) and some contributions in our sample also address the adjustment of regulatory default probabilities for purposes of IFRS 9 (e.g. Rubtsov and Petrov 2016; Miu and Ozdemir 2017; Bellini 2019, p. 148). Hence, we briefly discuss key differences between IFRS 9 and the IRB approach in determining the PD.

The most discernible difference is the time horizon of the PD.⁶ In regulation, it is limited to one year (CRE 32.3), whereas in accounting it covers the remaining lifetime, provided there has been a substantial increase in credit risk since origination. Another difference concerns the calibration of the PD. In the Basel Accords, this takes place in a two-step process. In the first step, exposures have to be grouped. Retail exposures have to be pooled according to suitable segmentation criteria, while corporate, sovereign and bank exposures are assigned an internal rating (CRE 36.16–21). However, when assigning internal ratings, banks are expected to consider a time horizon that exceeds the one-year horizon of the PD (CRE 36.29) and to assess the borrowers’ performance in adverse economic conditions (CRE 36.30). In the second step, each rating class or pool is mapped to a PD, which shall ideally be based on a long-run average of annual default rates (CRE 36.64). In contrast, IFRS 9 does not explicitly address the PD calibration. In line with the general principles for the measurement of expected credit losses, it shall just be measured "in a way that reflects [...] reasonable and supportable information [...] about past events, current conditions and forecasts of future economic conditions".

¹ See ESRB (2019), Giner and Mora (2019) and Yang and Chen (2018) for more detailed comparisons of both impairment models, and Hashim et al. (2016) for a review of their development.

⁵ A further distinction is made between the foundation IRB approach, in which banks are only allowed to determine the PD internally, and the advanced IRB approach, in which they also provide the LGD and EAD (CRE 30.35).

⁶ Under the Basel Accords, a default is assumed to have occurred if either the obligor is unlikely to pay its credit obligations or if the obligor is more than 90 days past due (CRE 36.69). According to IFRS 9, an entity shall use its internal definition of default, which is constrained by the rebuttable presumption that a financial instrument is in default if it is 90 days past due (IFRS 9.B5.5.37).
(IFRS 9.5.5.17). However, as described above, IFRS 9 requires to determine both expected credit losses and the SICR test at the instrument level. Hence, in order to determine whether a instrument has experienced a significant increase in its risk of default, a PD model should ideally be able to measure such an increase in the first place. In our view it would therefore be consistent to estimate the PD directly at the account level and not at the aggregated level of a rating class or a portfolio, as prescribed in the Basel Accords.

To summarize these requirements, it is commonly said that IFRS 9 requires 'point-in-time' (PIT) estimates, whereas the Basel Accords require 'through-the-cycle' (TTC) estimates (e.g. EBA 2015, 2020; Cohen and Edwards 2017; Restoy and Zamil 2017). However, these terms can also refer to both the borrower-specific PDs and ratings or to the pooled PD, which turns out to be a common source of confusion about the differences and similarities between IFRS 9 and the Basel Accords (Eder 2021). To illustrate this point, it is useful to clarify the relationship between scores, ratings and the two different types of PD. Both scores and ratings are an opinion about a borrower’s relative credit quality, while PDs quantify a borrower’s absolute risk of default. Aggregated PDs based on (internal) ratings are usually calibrated in three steps. First, logit or Cox models are used to regress observed defaults on a set of explanatory variables (Thomas et al. 2017). The estimated predictor of this regression is subsequently transformed into a score, which is also used by banks in their lending decisions. In the second step, these scores are again regressed against the observed defaults, which creates a mapping between scores and borrower-specific PDs. Based on this regression, different bins are then defined, which are used to determine the rating classes. The bins are thereby usually chosen in such a way that the default risk increases exponentially with the rating classes. In the last step, an aggregated PD is determined for each rating class, for example based on the historical average of its default rates. Thus, even where exposure-specific PDs are available, these are replaced by the aggregated PD of the corresponding rating class (Bellini 2019, p. 45).

PIT and TTC originally referred to the first step of the rating process (Treacy and Carey 1998). In a PIT rating philosophy, the ex-ante estimated PDs, and the ratings derived from them, change according to the state of the economy. The ex-post observed default rates of each rating class should ideally remain constant over time. Under a TTC rating philosophy, a coinage of the rating agencies, an attempt is made to provide long-run ratings that are forward-looking and remain stable over time. The ex-post observed default rates of each rating class should therefore fluctuate around their long-term average (Heitfield 2005). Apart from these general descriptions, however, there is no consensus about the precise meaning of these rating philosophies, especially with regard to TTC ratings (Mayer and Sauer 2017; Varetto 2018). Moreover, PIT and TTC are not only used as rating philosophies. They can also refer to the aggregated PD of a rating class or portfolio. Regardless of the underlying rating philosophy, the long-run average of default rates is referred to as TTC PD, whereas the most recently observed default rate or the one expected for the next year are referred to as PIT PD.

Also in the literature, both readings of PIT and TTC are used to distinguish IFRS 9 and the Basel Accords. On the one hand, some contributions argue that PIT ratings have to be used for IFRS 9

7. In retail banking, exposures are often not rated, but grouped into homogeneous portfolios. Here too, however, the PD of a portfolio should be determined on the basis of the long-run average of observed default rates.
and TTC ratings for the Basel Accords (e.g. Novotny-Farkas 2016; Krüger, Rösch, et al. 2018). On the other hand, there are also a number of proposals to transform aggregated, regulatory 'TTC' default probabilities into 'PIT' estimates for the purposes of IFRS 9, which are quite common in practice (Rubtsov and Petrov 2016, e.g. Skoglund 2017; Bellini 2019, p. 148). However, as we have argued above, it would be more reasonable for IFRS 9 to estimate the PD directly at the account level, whereas the Basel Accords prescribe an indirect calibration at the portfolio level. For this reason alone, the mere distinction between PIT and TTC seems to be misleading. In the following, we will therefore refrain from using this terminology. Moreover, in section 9, we will argue that it would be more consistent to reverse the widespread process of adjusting regulatory PDs for purposes of IFRS 9. Instead, models should first be developed that estimate a borrower’s PD at the account level in accordance with IFRS 9. These models could then be used, at least as a starting point, to determine long-term ratings as required by the Basel Accords.

3 Literature Search

In order to ensure a comprehensive sampling and identification of relevant contributions on the estimation of default probabilities for IFRS 9 and the stage allocation, we started with an extensive search on various databases, including ScienceDirect, Springer, Wiley, Taylor and Francis, Emerald Insight, EBSCO, risk.net and Google Scholar. As keywords, we have used different combinations of IFRS 9, expected (credit) loss, probability of default, and SICR-test. We have preselected contributions based on their title and abstract. In the case of ambiguity we have examined them closer. The last time that we carried out a thorough search was on April 20, 2021.

To create an initial sample, we applied the following criteria. We only included publications in English that appeared since 2013, the year in which the first draft of the final impairment model was published. For quality reasons, we primarily included peer-reviewed articles published by renowned publishers. To a limited extent, we have also included books and working papers, which we have decided on a case-by-case basis. Other types of publications, such as conference papers and white papers, have been excluded. In terms of content, we have only included contributions that mention IFRS 9 or the expected credit loss model either literally or at least in a broader context. Of these contributions, we have further selected only those that are concerned with the estimation of the PD or the implementation of the stage allocation.

We then iteratively added to this sample by conducting a backward search in the bibliographies of the contributions in our sample on the one hand, and a forward search for papers that cite them on the other. Articles that fulfilled the above criteria were also included. This resulted in a final sample of 52 contributions, which are summarized in the appendix in table 4. These include 47 peer-reviewed articles, two books (Baesens et al. 2017; Bellini 2019) and three working papers (Brunel 2016a; Xu 2016; Gaffney and McCann 2018). 45 of these contributions discuss models for estimating the PD. Nine contributions further mention approaches to transforming regulatory default probabilities. And nine contributions also address the implementation of the stage allocation.

8. Specifically, we have examined whether and in which context provisions, impairments or accounting are mentioned, where IFRS 9 was not mentioned directly.
Table 1: Probability of default models

<table>
<thead>
<tr>
<th>Models</th>
<th>Non-parametric</th>
<th>Semi-parametric</th>
<th>Parametric</th>
<th>Extensions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Continuous time survival</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>models</td>
<td>Kaplan-Meier, Nuclear-Aalen, Breslow estimator</td>
<td>Cox’s relative risk model</td>
<td>Weibull- and exponential models</td>
<td>Competing risk models</td>
</tr>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
<td>(3)</td>
<td>(6)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Accelerated failure time models</td>
<td>Mixture cure rate models</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(4)</td>
<td>(7)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Proportional odds model</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(5)</td>
<td></td>
</tr>
<tr>
<td>Discrete time survival</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>models</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Life-table estimator</td>
<td></td>
<td>Life-table estimator</td>
<td>Age-period-cohort models</td>
</tr>
<tr>
<td></td>
<td>GLM</td>
<td></td>
<td>GLM</td>
<td>Competing risks models</td>
</tr>
<tr>
<td></td>
<td>Logit-, probit- and cloglog-models</td>
<td>(8)</td>
<td>(9)</td>
<td>(11)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(10)</td>
<td></td>
</tr>
<tr>
<td>Matrix models</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Rating-based</td>
<td></td>
<td>Rating-based</td>
<td>Roll rate models</td>
</tr>
<tr>
<td></td>
<td>Cohort approach</td>
<td></td>
<td>Cohort approach</td>
<td>(13)</td>
</tr>
<tr>
<td></td>
<td>Duration approach</td>
<td></td>
<td>Duration approach</td>
<td>(14)</td>
</tr>
<tr>
<td></td>
<td>Roll rate models</td>
<td></td>
<td>Roll rate models</td>
<td>(15)</td>
</tr>
<tr>
<td>Market-based models</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Merton model</td>
<td></td>
<td>Merton model</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Bond and CDS based models</td>
<td></td>
<td>Bond and CDS based models</td>
<td>(16)</td>
</tr>
<tr>
<td>Adjustments of reg. PDs</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Scalar approaches, Vasicek model</td>
<td></td>
<td>Scalar approaches, Vasicek model</td>
<td>(17)</td>
</tr>
<tr>
<td></td>
<td>(18)</td>
<td></td>
<td>(18)</td>
<td></td>
</tr>
</tbody>
</table>

4 Structure and Notational Conventions

In the following sections we provide a general classification and comparison of models to forecast the PD for IFRS 9. As a cautionary remark we note that there is no approach that is superior to all other approaches in each and every circumstance. Hence, entities will have to develop separate models for different segments. Appropriate segments that are homogenous with respect to their underlying risk factors may be found, for example, by considering different types of counterparties, geographic regions, and types of financial products. The suitability of particular models is further determined, among other things, by the availability of representative (historical) data, aspects of computational efficiency, the required forecasting horizon, and the ease of communication to internal and external stakeholders.

We structure the models according to the data they use, i.e. whether they are based on historical data or market prices. The former are further classified according to the time-space and state-space they employ. First, we consider survival models (or event history models, respectively) in continuous time, and then in discrete time, where all states are terminating. Terminating states, such as default and complete pre-payment, cannot be left once they are reached. Thereafter, we consider matrix models in discrete time and continuous time, which in addition allow for transient states. Unlike terminating states, transient states can be left again when they are reached. The chapter ends with a discussion of approaches that are used to transform regulatory PDs for purposes of IFRS 9. Table 1 provides an overview of the models that will be outlined below. A list of the corresponding contributions can be found in the appendix in table 4.

To facilitate our exposition, we slightly extend the notational conventions of Crook and Bellotti (2010). Specifically, we let $t$ denote calendar time, $v_i$ the origin or vintage time, and $\tau_i$ the duration,
respectively age, of exposure \( i \) under consideration. Indexes \( i \) (\( i = 1, \ldots, N \)) can refer to both financial instruments or the corresponding counterparties, which we refer to generically as exposures or accounts. Vectors of variables are denoted with \( x_{i\tau} \) if they are exposure-specific and time-varying, with \( w_i \) if they are exposure-specific but constant over time (or at least only observed at origination), and with \( z_t \) if they are not exposure-specific but time-varying, such as macroeconomic variables.

Both \( x_{i\tau} \) and \( z_t \) usually involve lags of differing length, but we do not explicitly include them in our notation for brevity’s sake. The parameters \( \beta_0 \) and \( \beta_{0\tau} \) denote (age-specific) intercepts, and \( \beta_1, \beta_2, \) and \( \beta_3 \) are vectors of parameters, with the further convention that \( \beta_1 \) is related to \( w_i \), \( \beta_2 \) to \( x_{i\tau} \), and \( \beta_3 \) to \( z_t \). Of course, it will often be possible to include interaction terms of variables as well, but we’ll omit them here as well.

## 5 Continuous Time Survival Models

In order to facilitate our exposition, we’ll introduce some basic concepts of multi-period PDs models in continuous time, in addition to the naming conventions above. For the ease of exposition, we will introduce these concepts in a simple, discrete state space, where we only distinguish between default and survival. However, extensions of this framework to more states are possible, and will be introduced where necessary below.

An exposure’s time to default \( T_i \) can be thought of as a random variable. Its cumulative distribution function is given by \( F_i(\tau) = P(T_i \leq \tau) \), which can be interpreted as the probability that the lifetime will not exceed \( \tau \). The equivalent survival function gives the probability that the exposure’s lifetime \( T_i \) is larger than \( \tau \), i.e. \( S_i(\tau) = P(T_i > \tau) \) with \( S_i(0) = 1 \) and \( S_i(\infty) = 0 \).

Alternatively, the random variable may be represented by its hazard or intensity function:

\[
\lambda_i(\tau) = \lim_{\Delta \tau \to 0} \frac{P(\tau \leq T_i < \tau + \Delta \tau \mid T_i \geq \tau)}{\Delta \tau} = \frac{f_i(\tau)}{S_i(\tau)} = \frac{f_i(\tau)}{1 - F_i(\tau)},
\]

which is strictly positive, and can be interpreted as the instantaneous rate of default, conditional on not having defaulted before. Integrating the intensity function gives the cumulative intensity function:

\[
\Lambda_i(\tau) = \int_0^\tau \lambda_i(u)du,
\]

from which the survival function can be obtained again:

\[
S_i(\tau) = \exp \left( -\Lambda_i(\tau) \right) = \exp \left( -\int_0^\tau \lambda_i(u)du \right).
\]

Therefore, if one of these quantities is known, the others can be readily computed. An exposure’s conditional probability of default in the period between \( \tau - 1 \) to \( \tau \) can then be readily computed by

---

9. Instead of considering the time to default as a random variable, the default process can also be seen as a counting process that counts the number of events over time (Kiefer and Larson 2015). Important generalizations of classical survival models such as models with time-varying variables or competing risk models are based on this counting process view. For a general understanding, however, this is not decisive, which is why we do not discuss counting processes further.
the following equation:

\[ PD^c_{\tau} = \frac{S_i(\tau - 1) - S_i(\tau)}{S_i(\tau - 1)} , \]

and the marginal probability of default over the same period is given by:

\[ PD^m_{\tau} = S_i(\tau - 1) - S_i(\tau - 1) . \]

However, the estimation of survival functions and the corresponding PDs poses particular challenges for statistical models. This is not only because duration times have to be strictly positive. More challenging is that survival data are censored, meaning that the value of the dependent variable cannot be observed. **Right censoring** occurs with exposures that did not default yet, but still may default in the future. Right censored observations therefore only contribute information on survival, but not about the time of default. Since it is easier to deal with this type of censoring in the survival function than in the cumulative probability function, survival analysis is focused around the former (Box-Steffensmeier and Jones 2004). Moreover, survival models are often expressed in terms of the hazard function, since it allows to assess how exposures’ failure rates change as they age (Kalbfleisch and Prentice 2002). Another type of censoring that arises frequently in credit risk applications is **interval censoring**. This means that it is only known that a default happened between two points in time, but not exactly when. In this case, it is still possible to analyse data with continuous-time survival models, but it may be more efficient to use discrete-time models. Taken together, these challenges imply that the usual OLS model will yield biased estimates, and specialized techniques have to be employed. In this section we discuss survival models in continuous time. Starting with non-parametric models, progressively more structure is imposed, leading to fully parametric models. The remaining models in this section represent extensions of these basic survival models.

### 5.1 Non-parametric Estimators

Non-parametric estimators provide a univariate description of survival data, and three of them have been mentioned within our literature sample. The most well-known among them is the so-called product limit estimator or Kaplan-Meier estimator (Kaplan and Meier 1958) which directly estimates the empirical survival function:

\[ S(\tau) = \prod_{\tau_j \leq \tau} \left( 1 - \frac{d_j}{n_j} \right) , \]

where \( \tau_1 < \tau_2 < \cdots < \tau_m \) are distinct, ordered times of default, \( d_j \) is the number of defaults at \( \tau_j \), and \( n_j \) is the number of active accounts just before \( \tau_j \) (Bellini 2019, p. 112; Brunel 2016a). Another non-parametric estimator, mentioned in Brunel (2016a), is the Nelson-Aalen estimator of the cumulative intensity function:

\[ \Lambda(\tau) = \sum_{\tau_j \leq \tau} \frac{d_j}{n_j} . \]

It can be transformed into the survival function via the Breslow estimator \( \left( S(\tau) = \exp(-\Lambda(\tau)) \right) \).

Non-parametric estimators provide simple and intuitive estimates (McPhail and McPhail 2014).
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But they are also quite descriptive as the term-structure is rather an input than an output (Skoglund 2017). Hence, it is also not possible to extrapolate the term-structures beyond the longest maturity observed. Besides this, the capability of these non-parametric estimators to take into account explanatory variables is limited, which makes them susceptible to shifts in internal and external factors. The only possibility to include explanatory variables is to stratify the estimation according to a factor variable, such that a single term structure is estimated for each level of that variable (Baesens et al. 2017, p. 188). The underlying portfolio should therefore be as homogeneous as possible, which can be achieved through appropriate segmentation. However, in order to take macroeconomic variables into account, manual overrides would still be necessary (Bellini 2019, p. 116). In the context of IFRS 9, these models are therefore rather useful as diagnostic tools.

5.2 Semi-parametric Models

The limited ability of purely non-parametric models to incorporate covariates can be overcome with semi-parametric models. The most well-known of these is Cox’s relative risk model (Cox 1972) which has the following intensity function:

$$\lambda(\tau | x_i, w_i, z_t) = \lambda_0(\tau) \exp(\beta_1 w_i + \beta_2 x_i + \beta_3 z_t).$$

$$\lambda_0(\tau)$$ is thereby an arbitrary, unspecified baseline intensity, which is common to all exposures, and the covariates have a multiplicative effect on it. If only time-invariant covariates are used, they simply shift the baseline intensity up or down. The major contribution of Cox (1972) was the insight that the estimation problem of this model splits into two parts. Since the estimation of the parameter vector $$\beta$$ can be separated from the baseline intensity $$\lambda_0(\tau)$$, the effect of the covariates can be assessed even without estimating the baseline intensity function. However, in order to calculate the survival function, it is necessary to estimate the baseline intensity as well. For this purpose, adapted versions of the aforementioned non-parametric estimators are used.

Cox relative risk model is widely applied in research to study defaults and bankruptcies, and also mentioned in several contributions within our sample. Brunel (2016a) explains the model for the case with time-invariant covariates $$w_i$$, whereas Baesens et al. (2017, p. 191–202) and Bellini (2019, p. 116) cover also the case of time-varying covariates. Furthermore, Skoglund (2017) considers the following stratification of Cox’s relative risk model:

$$\lambda_r(\tau | z_t) = \lambda_0(\tau) \exp(\beta_3 z_t),$$

where all subject-specific information is captured by the $$r = 1, \ldots, R$$ application risk grades, along macroeconomic variables which are contained in the vector $$z_t$$. However, Skoglund (2017) also points out that a reliable estimation of $$\beta_3$$ would require data over several economic cycles, which are usually not available in practice.

In summary, Cox relative risk model allows to quantify the impact of explanatory variables,

10. Cox relative risk model is often called proportional hazard model. However, this term is only accurate if the model doesn’t contain any time-varying variables (Djeundje and Crook 2019).
which can also be time-varying, without the need to make a potentially erroneous assumption about
the functional form of baseline intensity function. This is its major advantage in many research
applications. But in practice, this may also be seen as its major limitation, because it does not
allow extrapolating survival curves beyond the maximum observed maturity. Besides this, it may
not be possible to reliably estimate a smooth baseline intensity function, if only small and short
historical samples are available. In addition, the estimates of the PD will generally be biased if a
large proportion of the exposures is prepaid. In this case, it is advisable to use competing risk models
(Blumenstock et al. 2020).

5.3 Parametric Models

In order to extrapolate the survival curve beyond the maximum observed survival time, it is necessary
to resort to parametric regression models, which are commonly categorized into three model families:
Cox’s relative risk models, accelerated failure time models, and proportional odds models.

Parametric variants of Cox’s relative risk model make an explicit assumption about the distribu-
tion of the survival time \( T_i \), which restricts the shape of the baseline intensity \( \lambda_0(\tau) \). For example,
if one assumes that \( T_i \) follows a Weibull distribution, one obtains the following Weibull regression
model (Kalbfleisch and Prentice 2002):

\[
\lambda(\tau|x_{i\tau}, w_i, z_t) = \lambda_0(\lambda_0^{\gamma})^{\gamma-1} \exp(\beta_1 w_i + \beta_2 x_{i\tau} + \beta_3 z_t),
\]

where \( \lambda_0 > 0 \) is a constant scale parameter, and \( \gamma > 0 \) is a constant shape parameter. If
\( \gamma > 1 \) (\( \gamma < 1 \)), the baseline function is monotone increasing (decreasing) over an exposure’s lifetime.
However, the assumption of monotone intensities is often too restrictive in credit risk applications.
For \( \gamma = 1 \), one obtains the exponential model as a special case. However, the latter assumes that
the baseline intensity is constant, which is typically too restrictive in credit risk applications.

Most parametric survival models that are used in practice belong to the family of accelerated
failure time (AFT) models. These models are usually represented as a linear model on the log-
transformed survival time, whereby the covariates have an accelerating or decelerating effect on the
survival time (Baesens et al. 2017, p. 202):

\[
\ln T_i = \beta_0 + \beta_1 w_i + \sigma \epsilon_t,
\]

where \( \beta_0 \) is a constant intercept, \( \sigma \) is a constant scaling parameter, and \( \epsilon_t \) is a i.i.d. error term which
is assumed to follow a particular distribution. The choice of the distribution for the error terms \( \epsilon_t \)
determines the distribution of the survival times \( T_i \), from which different regression models can be
obtained. The most common choices are summarized in table 2. For example, the Weibull model
(and exponential model) can also be parameterized as an AFT model as long as the model does not
contain any time-varying variables. Compared to parametrization as a Cox model, only the regression
coefficients change (Lawless 2003). Other models that give rise to either monotonically increasing

\[11\] In case of the exponential regression model, the baseline hazard \( \lambda_0 \) is sometimes included in the vector of
regression coefficients, i.e. \( \lambda_0 = \exp(\beta_0) \).
Table 2: AFT model specifications

<table>
<thead>
<tr>
<th>Regression model</th>
<th>Error term distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exponential regression</td>
<td>Extreme value (Gumbel)</td>
</tr>
<tr>
<td>Weibull regression</td>
<td>Extreme value (Gumbel)</td>
</tr>
<tr>
<td>Log-normal regression</td>
<td>Standard normal</td>
</tr>
<tr>
<td>Log-logistic regression</td>
<td>Logistic</td>
</tr>
<tr>
<td>Generalized gamma regression</td>
<td>Log-generalized gamma</td>
</tr>
</tbody>
</table>

or decreasing intensities are the log-normal regression and the log-logistic regression. Even more flexible is the generalized gamma regression, which allows for hump-shaped intensities that often arise in retail lending (Batiz-Zuk et al. 2020).

Within our literature sample, AFT models are featured in the books by Baesens et al. (2017, p. 202) and Bellini (2019, p. 121). Several AFT-models are also applied in the studies by Batiz-Zuk et al. (2020) and Krüger, Oehme, et al. (2018). The latter model for example the joint distribution of default times and recovery rates for corporate bonds, which is only possible with parametric survival models. However, a particular limitation of AFT models is that they can only accommodate time-invariant covariates \( w_i \), i.e. information which is already available at the time of origination. In principle, it is also possible to include time-varying covariates in AFT models, but this is not as straightforward and seldom implemented in readily available software packages (Baesens et al. 2017, p. 208). In contrast, Cox’s relative risk model can easily incorporate time-varying variables as well, and therefore seems to be more suitable for purposes of IFRS 9.

The last family of parametric survival models are proportional odds (PO) models. In these models, the covariates shift the odds of default by a given age up or down:

\[
\frac{S(\tau|w_i)}{1 - S(\tau|w_i)} = \frac{S_0(\tau)}{1 - S_0(\tau)} \exp(\beta_1 w_i),
\]

where \( S_0(\tau) \) is a baseline survival function, for which an appropriate distributional assumption has to be made. The models owe their name to the fact that the difference in the log-odds of the survival rate between any two exposures remains constant over time, i.e.:

\[
\ln \frac{S(\tau|w_1)}{1 - S(\tau|w_1)} - \ln \frac{S(\tau|w_2)}{1 - S(\tau|w_2)} = \beta_1 (w_2 - w_1).
\]

In the literature on IFRS 9, the proportional odds model has so far only been applied by Orth (2013) who assumes that the conditional distribution of an exposure’s lifetime follows a log-logistic distribution. In this case, the hazard function is given by:

\[
\lambda(\tau|x_{i\tau}, w_i, z_t) = \gamma \exp(\beta_1 w_i + \beta_2 x_{i\tau} + \beta_3 z_t) \gamma^{-1} \frac{1}{1 + [\exp(\beta_1 w_i + \beta_2 x_{i\tau} + \beta_3 z_t) \tau]^{\gamma}}.
\]

where \( \gamma \) determines its shape. Although proportional odds models can also be parameterized with other distributions, the log-logistic distribution is by far the most common choice. In the survival
literature, the terms are therefore often used synonymously. Furthermore, as long as the model does not include time-varying variables, the log-logistic regression can also be parameterized as an AFT model. Orth (2013) motivates the choice of the PO model instead of Cox’s relative risk model by empirical evidence that the hazard ratios across obligors are not constant.

Overall, it is widely acknowledged that parametric survival models can provide reasonable forecasts of default probabilities. Baesens et al. (2017, p. 209) argue that they are more accurate than discrete-time hazard models, which are introduced in the next section, but more complex and less transparent. Besides this, sufficient historical data has to be available in order to obtain reasonable forecasts, which may be a challenge especially for low-default portfolios (McPhail and McPhail 2014; Skoglund 2017). However, such remarks apply to almost any credit risk model, and are not a particular limitation of parametric survival models.

5.4 Competing Risk Models

The models covered so far have in common that the only events they consider are default and survival. Other terminating events, which are called competing risks, are not taken into account. Examples for such competing risks are complete pre-payments or mergers and acquisitions. However, estimates of survival models will be strongly biased, if these competing risks are correlated with the risk of default. One possibility to account for competing risks is to expand Cox relative risk model by estimating a cause-specific intensity function for each event (Baesens et al. 2017, p. 347; Blumenstock et al. 2020). However, this approach will still lead to biased estimates of default probabilities, as long as the competing risks are not independent of each other. To resolve this bias, a so-called sub-distribution hazard function has to be defined (Fine and Gray 1999), which is based on a different risk set. Using data on 600,000 single-family US mortgages, Blumenstock et al. (2020) recently found that the Fine-Gray model consistently outperforms the cause-specific Cox model. However, in the credit risk literature, it is more common to model competing risks in discrete time. We therefore postpone a further discussion of competing risk models to the next subsection.

5.5 Mixture Cure Rate Models

Survival models assume that in the long-run every exposure will default. However, if there is a large sub-population of exposures that will never experience a default event, i.e. in the presence of heavy right censoring, it may be more efficient to use mixture cure rate models. These models owe their name to the fact that their unconditional survival function is considered to be a mixture of two sub-distributions, one that describes the probability of being susceptible to default, and the other describing the probability distribution of the time to default. Hence, it is not only determined at which age an exposure will leave the portfolio, but also whether it will leave the portfolio before maturity at all or not. In a mixture cure rate model, the unconditional survival function is given by the following equation:

\[
S(\tau|w_{i1}, w_{i2}, x_{i\tau}, z_t) = \pi(w_{i1})S(\tau|Y_i = 1, w_{i2}, x_{i\tau}, z_t) + 1 - \pi(w_{i1}),
\]
where $Y_i$ is a Bernoulli variable indicating whether a subject is still at risk of default or not, and $w_{i1}$ and $w_{i2}$ are vectors of static, explanatory variables, which may coincide or not. Furthermore, $\pi(w_{i1}) = P(Y = 1|w_{i1})$ is the fraction of exposures or borrowers that is susceptible to default, which is usually modelled using a logit regression, if it is made contingent on a set of explanatory variables, i.e.:

$$\pi(w_{i1}) = \frac{\exp(\beta w_{i1})}{1 + \exp(\beta w_{i1})}.$$ 

Moreover, the conditional survival function $S(\tau|Y = 1, w_{i2}, x_{i\tau}, z_t)$ is usually modelled using Cox relative risk model with time-fixed covariates, but other models are also available in the literature. For example, Dirick et al. (2019) recently extended the model to the case of time-varying covariates, both in the presence and absence of competing risks. However, solving mixture cure rate models is not straightforward, since it is unobservable whether an exposure belongs to the subpopulation of defaulting accounts or not. Hence, expectation maximization (EM) algorithms have to be used, which optimize the model iteratively.

Within our literature sample, mixture cure rate models are only applied by Dirick et al. (2019) and briefly explained by Baesens et al. (2017, p. 208) and Brunel (2016a). They may be especially applied to retail portfolios, where it is a stylized fact that the majority of exposures does not default, such that ordinary event history models would overestimate the default probabilities of exposures with a very low credit risk. However, the assumption that an exposure is immune to default could quickly turn out to be wrong if economic conditions worsen. Hence, these models may be scrutinized by auditors and regulators.\(^\text{12}\)

6 Discrete Time Survival Models

Although the event of default can happen at any point in time, its exact timing is usually not observable in practice. Only the interval of its occurrence is known. Discrete-time data may also arise for technical reasons, for example, when default is defined only at certain repayment dates. Irrespective of the underlying reasons, it may therefore be more efficient to use discrete time models instead of continuous time models. The difference between continuous time models and discrete time models is that the former focus on the duration until some event happens, whereas the latter model the probability that the event of interest happens during a specific time interval. Let the time until exposure $i$ defaults be a non-negative, discrete random variable $T_i$ whose cumulative density function is given by $F_i(\tau) = P(T_i \leq \tau)$. In the discrete time framework, the hazard function is than given by:

$$h_i(\tau) = PD_{i\tau} = P(T_i = \tau|T_i \geq \tau),$$

which can be interpreted as the conditional probability of default within period $\tau$ ($PD_{i\tau}$), given that exposure $i$ did not default before. The cumulative hazard function is given by $\Lambda_i(\tau) = \sum_{s=1}^{\tau} h_i(s),$

\(^{12}\) For the sake of completeness, we mention that there also exist mixture cure rate models in discrete time (De Leonardis and Rocci 2014). However, these have not been mentioned in the literature on IFRS 9 yet. Since the motivation for these models is basically the same as for their continuous-time counterparts, we will restrain from further explanations of these models below.
and the corresponding survival function is:

\[ S_i(\tau) = P(T_i > \tau) = \prod_{s=1}^{\tau} (1 - h_i(s)), \]

which is again the probability that the time of default is larger than \( \tau \). The cumulative PD up to period \( \tau \) is therefore \( 1 - S_i(\tau) = F_i(\tau) \) and the marginal PD in period \( \tau \) is \( PD_{m\tau}^i = F_i(\tau) - F_i(\tau - 1) = S_i(\tau - 1)h_i(\tau) \).

### 6.1 Non-parametric Estimators

The simplest discrete time model is the life-table estimator, which is analogous to the Kaplan-Meier estimator in continuous time. The life-table estimator is a non-parametric estimator of the survival function, which assumes that censoring occurs in the mid of each period:

\[ S(\tau) = \prod_{j=1}^{\tau} \left( 1 - \frac{d_j}{n_j + (n_j - w_j)/2} \right) = \prod_{j=1}^{\tau} \left( 1 - \frac{d_j}{n_j - w_j/2} \right), \]

where \( d_j \) is the number of defaults during period \( \tau \), \( n_j \) is the number of active accounts at the beginning of period \( \tau \), and \( w_j \) the number of accounts that have been withdrawn during this period. The life-table estimator is recommended by Baesens et al. (2017, p. 183) as an alternative to the Kaplan-Meier estimator, if there are many unique event times. Otherwise, it is subject to the same limitations as the non-parametric estimators in continuous time. In particular, it offers only limited possibilities to take into account explanatory variables, and is therefore mainly useful as a diagnostic tool (Schutte et al. 2020).

Another type of non-parametric models in discrete time are vintage models, which are popular in retail banking. Intuitively, these models plot for each cohort (vintage) of exposures the fraction of defaulted exposures against time since origination, which is usually measured on a monthly time scale (McPhail and McPhail 2014). Vintage models therefore provide a direct estimate of the empirically observed cumulative default probability of each cohort. A cohort is thereby defined as a group of exposures that were issued in the same period, like a given calendar year. In this respect, vintage models are closely related to the life-table estimator and non-parametric survival models in continuous time. If one were to stratify the latter according to the cohort, one would obtain the survival function, which is just the opposite of the cumulative default probability. However, they will not be perfectly equivalent, because unlike the survival models, simple vintage models ignore censoring, and they are based on portfolio data instead of account level data. Moreover, in order to obtain forecasts of the PD from vintage models, the historical term structures can be extrapolated, for instance by taking their average. Yet, these have to be adjusted again with manual overrides in order to take macroeconomic developments into account.

A more robust variant of vintage models are so-called age-period-cohort (APC) models. These are traditionally based on aggregated portfolio data (Brunel 2016a; Breeden and Vaskouski 2020), but loan-level implementations are possible as well (Breeden 2016; Breeden and Crook 2020). The latter are more relevant for IFRS 9 and will be explained below.
6.2 Parametric Models

Survival models in discrete time that can accommodate explanatory variables can be embedded in the framework of generalized linear models (GLM) (McCullagh and Nelder 1989). Given an appropriate data structure (Bellini 2019, p. 105), the conditional probability of default at age $\tau$ can be estimated by the following specification of the hazard function:

$$h(\tau|w_i, x_{i\tau}, z_t) = f(\beta_0\tau + \beta_1 w_i + \beta_2 x_{i\tau} + \beta_3 z_t),$$

with response function $f()$. Equivalently, these models can be represented as follows:

$$g(h(\tau|w_i, x_{i\tau}, z_t)) = \beta_0\tau + \beta_1 w_i + \beta_2 x_{i\tau} + \beta_3 z_t,$$

where $g() = f^{-1}()$ is the so-called link-function. These models are in close analogy to Cox semi-parametric model above, since the time-varying intercepts ($\beta_0\tau$) resemble the baseline intensity. More specifically, if one chooses the complementary log-log (cloglog) link function, one obtains the following model (Baesens et al. 2017, p. 153; Djeundje and Crook 2019):

$$h(\tau|w_i, x_{i\tau}, z_t) = 1 - \exp[-\exp(\beta_0\tau + \beta_1 w_i + \beta_2 x_{i\tau} + \beta_3 z_t)],$$

which a discretized version of Cox’s relative risk model. However, unlike in the continuous time setting, the parameters of the baseline intensity are now jointly estimated with the other parameters. Another popular choice is the probit link ($g() = \Phi^{-1}()$), which is used in the literature on IFRS 9 among others by Gürttler et al. (2018) and Krüger, Rösch, et al. (2018). Yet, in credit risk applications, most often a logit link is chosen, which gives rise to the following model (Shumway 2001; Chava and Jarrow 2004; Hillegeist et al. 2004; Campbell et al. 2008):

$$h(\tau|w_i, x_{i\tau}, z_t) = \frac{1}{1 - \exp[(\beta_0\tau + \beta_1 w_i + \beta_2 x_{i\tau} + \beta_3 z_t)].}$$

The logit link is popular both in practice and research, for example to estimate credit scores, and therefore well understood and comparatively easy to communicate. This is also reflected in our literature sample, where the logit model is often mentioned (Altman et al. 2016, 2020; Baesens et al. 2017, p. 152; Bellini 2019, p. 105; Brunel 2016a; Chen et al. 2020; Kalotay and Altman 2017; McPhail and McPhail 2014; Xu 2016). Although parameter interpretations change with the link function, the models are usually found to yield similar predictions with respect to the probability of default. For this reason the choice of the link function is often seen as a matter of personal taste (Baesens et al. 2017, p. 163).

The models above can be flexibly parameterized. For instance, to estimate the baseline intensity as specified above, it would be necessary to include $\tau - 1$ dummy variables, which substantially increases the number of parameters. In order to reduce them, log-transformations, polynomials or spline functions are often used, which simultaneously smooth the baseline intensity.13 At the same

---

13. For example, if the dummy variables $\beta_{0\tau}$ are replaced by the natural logarithm of $\tau$, one obtains a discrete accelerated failure time (AFT) model (Shumway 2001).
time, the other parameters need not be to constant over time. Djeundje and Crook (2019) allow them to be a function of duration time (i.e. $\beta_1(\tau), \ldots, \beta_3(\tau)$). To maintain a parsimonious parametrization, they again use polynomials and spline functions. Using discrete Cox models to predict credit card defaults, they find that varying coefficients models outperform those with constant coefficients. Moreover, to predict future default probabilities, discrete survival models do not necessarily require specifying the time-series dynamics of time-varying variables. Instead, it is also possible to estimate as many lagged versions of the model as forecast periods are necessary and to insert the current state of all variables into the corresponding prediction models (Campbell et al. 2008; Xu 2016; Breeden and Crook 2020). Such an approach, however, is computationally intensive and the number of parameters to be estimated is high (Orth 2013).

Given that credit risk data is usually observed in discrete time intervals, it is natural to use discrete-time survival models. In comparison to models in continuous time, they achieve a comparable performance. In the presence of heavy interval censoring, they tend to be even more efficient and accurate. Another advantage of discrete time models over continuous time models is that they are somewhat simpler and more transparent, making them easier to communicate (Baesens et al. 2017, p. 209). Besides this, their ability to easily account for time-varying covariates is often highlighted as another strength (Djeundje and Crook 2019).

### 6.3 Age-period-cohort Models

Age-period-cohort (APC) models at the loan level can be thought of as a combination of discrete time survival models and vintage analysis. At the portfolio level, these models decompose the log-odds of the observed (monthly) default rate ($DR(\tau,v,t)$) at age $\tau$ in period $t$ for exposures with common origination time (cohort) $v$ as follows (Breeden and Vaskouski 2020):

$$\ln \left( \frac{DR(\tau,v,t)}{1 - DR(\tau,v,t)} \right) = F(\tau) + G(v) + H(t),$$

where $F(\tau)$, $G(v)$ and $H(t)$ are non-parametric functions of the corresponding time dimensions, which are assumed to be independent. Specifically, $F(\tau)$ is the life-cycle function that is akin to the hazard rate and indicates how the default risk changes with age $\tau$. The vintage function $G(v)$ measures credit quality as a function of origination date $v$. It captures shifts in the performance across cohorts, which may be driven for instance by changes in internal lending practices. And $H(t)$ is the environment function which captures changes in exogenous, macroeconomic conditions that affect the default risk of all cohorts at a given calendar time $t$ alike.

A loan-level implementation of these models, which also takes into account explanatory variables, has been developed by Breeden (2016). In the first step, an exposure’s (transformed) probability of default is again decomposed into the three aforementioned functions:

$$\ln \left( \frac{p_i(\tau,v,t)}{1 - p_i(\tau,v,t)} \right) = F(\tau) + G(v) + H(t).$$

These generic functions can be either estimated with spline functions or a set of dummy variables.
Each of them can be represented in terms of a constant, a linear trend and non-linear terms:

\[
F(\tau) = \alpha_0 + \alpha_1 \tau + F'(\tau)
\]
\[
G(v) = \beta_0 + \beta_1 v + G'(v)
\]
\[
H(t) = \gamma_0 + \gamma_1 t + H'(t).
\]

If one puts these equations into the model above, one would get three intercepts and three linear terms, which results in two well-known specification errors. First, it is only possible to estimate a single constant. Breeden (2016) therefore assumes that the intercepts of the vintage function (\(\beta_0\)) and the environment function (\(\gamma_0\)) are zero, such that these functions are measured relative to the life-cycle function. The second specification error results from the perfect linear dependence of the three time dimensions (\(\tau = v + t\)). Because of this, only two linear trends can be estimated. In analogy to the usual assumption that a long-run probability of default exists, Breeden therefore assumes that the environment function has no linear trend (\(\gamma_1 = 0\)).

After the functions have been estimated, the values of the environmental function are regressed against macroeconomic variables. Additionally, the life-cycle function and the vintage function are adjusted for linear trends. Finally, another logit model is estimated in which the vintage function is replaced by standard scoring attributes \(w_i\) and the values of the life-cycle function and the environmental function are used as offsets:

\[
\ln \left( \frac{p_i(\tau, v, t)}{1 - p_i(\tau, v, t)} \right) = \text{offset}(\tau, t) + \beta_1 w_i.
\]

To forecast the conditional PD, the exposures are shifted along the life-cycle function and the environment function is updated on the basis of macroeconomic scenarios.

A slightly different loan-level implementation of APC models has been proposed by Breeden and Crook (2020). Unlike in the specification above, they also take into account prepayments as a competing risk and include days past due as a time-varying variable. They find that taking into account the days past due increases the short-term forecasting accuracy of the model, but also point out that it complicates the model estimation.

According to Breeden (2016), APC models have a more robust out-of-sample performance than other survival models. This is achieved by explicitly addressing the linear specification error that is implicit in all survival models which include both static and time-varying variables. Moreover, if days past due are taken into account as explanatory variable, it is possible to achieve the short-term accuracy of roll rate models while maintaining the long-term performance of vintage models (Breeden and Crook 2020).

### 6.4 Competing Risk Models

As already mentioned above, ordinary survival models do not take into account other terminating events, like complete pre-payments or mergers and acquisitions. Hence, the estimates will in general be biased, if these competing risks are not accounted for. The most common competing risk model in discrete time are multinomial logit models, which are covered in the literature on IFRS 9 by
Baesens et al. (2017, p. 340), Bellini (2019, p. 231), and Lee et al. (2021). A generic specification of this model is given by:

\[ h_r(\tau|w_i, x_{ir}, z_t) = \frac{\exp(\beta_{0r} + \beta_{1r}w_i + \beta_{2r}x_{ir} + \beta_{3r}z_t)}{1 + \sum_{j=1}^{R-1} \exp(\beta_{0j} + \beta_{1j}w_i + \beta_{2j}x_{ir} + \beta_{3j}z_t)}, \]

which gives the conditional probability of risk \( r \) for \( j = 1, \ldots, R - 1 \) competing risks. The parameters \( \beta_{0r} \) constitute a cause-specific baseline hazard function, and \( \beta_j \) are cause-specific vectors of coefficients. The \( R \)-th risk, the so-called reference category, is conditional survival, whose probability is given by one minus the sum over the conditional probabilities of all other risks \( (1 - \sum_{r=1}^{R-1} h_r(\tau|w_i, x_{ir}, z_t)) \). Other competing risk models in discrete time are discussed by Xu (2016), Breeden and Vaskouski (2020), and Breeden and Crook (2020), and qualitative discussions can be found in Skoglund (2017) and Brunel (2016a). In practice, the number of competing risks is usually low, and it is only distinguished between default, (complete) prepayment, and survival.

7 Matrix-based Models

The models presented so far have in common that they directly specify the default process and that all states are terminating. This means that default, early repayments as well as mergers and acquisitions cannot be left once an exposure has reached them. In contrast, matrix models specify the default process only indirectly and the state space is extended by transient states. Matrix models can therefore also be understood as an extension of competing risk models. However, unlike terminating states, transient states can be left again once they have been reached. Exposures can move back and forth between the different transient states until they reach a terminating state.

Basically, two types of matrix models can be distinguished. First, there are roll rate models, where various categories of days past due are used as state space. These models are mainly employed in retail banking, especially to monitor credit card portfolios. Second, there are rating-based matrix models. In these, the transient states correspond to the various rating categories. Default and exits for other reasons are treated as terminating states, which are also called absorbing states. Like survival models, rating-based matrix models can be further differentiated in terms of their time-space. In discrete time, these are also referred to as the "cohort approach" and in continuous time as the "duration approach". They are particularly useful in wholesale banking, where there is often a lack of historical default observations for the better rating classes. Thus, the measured probability of default for these rating classes would be zero, although it is intrinsically positive. Yet, due to the possibility of migrating to lower rating classes, matrix models can generate positive default probabilities even without historical default observations.

7.1 Rating-based Models: Cohort Approach

In practice, rating models in discrete time are among the most popular approaches to estimate multi-period default probabilities. This is also reflected in our literature sample, where they are mentioned in numerous references. We begin our exposition with the simplest estimator of these models, before
we move on to discuss extensions that ease some of its restrictive assumptions. The naïve estimator computes \( p_{qr} \), the probability to migrate from the current rating category \( q \) to rating category \( r \), simply by dividing the number of exposures \( N_{qr} \) that moved from \( q \) to \( r \) during the period of interest by the number of exposures in rating category \( q \) at the beginning of the period, \( N_q \), i.e.:

\[
p_{qr} = \frac{N_{qr}}{N_q}.
\]

In a system with \( R \) rating categories (where default is one of these categories), the single transition probabilities \( p_{qr} \) are conveniently summarized in a \((R \times R)\) transition matrix:

\[
M(1) = (p_{qr}) = \begin{pmatrix}
p_{11} & p_{12} & \cdots & p_{1R} \\
p_{21} & p_{22} & \cdots & p_{2R} \\
\vdots & \vdots & \ddots & \vdots \\
p_{R-1,1} & p_{R-1,2} & \cdots & p_{R-1,R} \\
0 & 0 & \cdots & 1
\end{pmatrix}
\]

In such a transition matrix, each element \( p_{qr} \) has to be on the interval \([0, 1]\), and each row has to sum up to one \((\sum_{r=1}^{R} p_{qr} = 1)\). Thus, the elements on the diagonal \((p_{qq})\) yield the probability to stay in the current rating class. Ideally, the entries in the transition matrix would smoothly decrease as the distance to the diagonal increases, since minor rating adjustments should be more likely than substantial rating revisions. Furthermore, the last column of the transition matrix represents the PD for each rating class over the period under consideration. As mentioned before, it is assumed that default is an absorbing state. Hence, once a subject is in default, it cannot leave this state any more. This is reflected in the last row of the transition matrix, where all entries are zero except the last one, which is equal to one.\(^{14}\) Exits for other reasons can also be taken into account by adding another absorbing state to the transition matrix. However, all other rating classes are transient, such that every rating class can be reached from any other non-default rating class. In order to smooth the estimates, an average migration matrix is often formed in practice.

With such a one-period transition matrix at hand, multi-period transition matrices – and the corresponding cumulative PDs – can be easily computed by a matrix multiplication \((M(\tau) = \prod_{t=1}^{\tau} M(1))\). The resulting term-structures of the PDs will exhibit a non-linear shape. However, it should be borne in mind that these stem from the underlying model and do not coincide with the empirically observed term structures. Hence, the predictive accuracy of these models will decrease sharply after only two to three years. Moreover, the “naïve estimator” above is subject to a number of restrictive assumptions. First, it is assumed that the migration probabilities are static and do not change over time. And second, it is assumed that they represent a first-order Markov chain. This implies that the current rating is the only determinant of future migrations. Hence, the exposure’s past rating history and the time that it has already spent in the current rating class are disregarded. Within our literature sample, several contributions address these assumptions.

With regard to the first assumption, there are many approaches that link the time-variation in

\(^{14}\) In practice, if an exposure recovers from default and returns to the rating universe, it is usually treated like a new exposure.
migration probabilities to macroeconomic fluctuations (Trück 2008). These and extensions thereof are also considered to implement IFRS 9. Brunel (2016a) and Perilioglu et al. (2018) for example mention the one-factor model of Belkin et al. (1998). In the original model, the transition probabilities are assumed to be conditional on a latent, i.e. unobservable, credit cycle index $Z_t$:

$$p_{qrt}(z_t) = \Phi\left(\bar{c}_{qr+1} - \sqrt{\rho}zt\bigg/\sqrt{1-\rho}\right) - \Phi\left(\bar{c}_{qr} - \sqrt{\rho}zt\bigg/\sqrt{1-\rho}\right),$$

where $\bar{c}_{qr}$ ($\bar{c}_{qr+1}$) are constants that are obtained through a transformation of the corresponding long-run average transition probabilities ($\bar{c}_{qr} = \Phi^{-1}(p_{qr})$), and $\rho$ is the so-called asset correlation. For a given $\rho$, Belkin et al. (1998) estimate the values of the latent credit cycle by minimizing the weighted mean-squared error between the model transition probabilities and the observed transition probabilities. This is repeated for many values of $\rho$, and the final estimates selected are those where the values of the credit cycle index have unit variance. In contrast, Brunel (2016a) allows for time-varying asset correlations and uses a maximum likelihood estimator. In addition, both the latent credit cycle and the asset correlations are made explanatory in terms of macroeconomic variables, and the updated values thereof are used to estimate future rating migrations. Yet another parametrization is discussed by Perilioglu et al. (2018) who estimate the latent credit cycle per rating class and use a multivariate GARCH model to estimate the correlations between these.\footnote{The one-factor model of Belkin et al. (1998) can be extended to a multi-factor model (Wei 2003) and it can also be calibrated to equity data instead of historical migration data only (Skoglund and Chen 2016, 2017; Skoglund 2017; Bellini 2019, p. 139).}

Instead of using latent factor models, it is also possible to explain the time-variation in migration probabilities by macroeconomic factor models, which are perhaps more intuitive. The model of Belkin et al. (1998) above essentially is an ordered probit model (Skoglund and Chen 2017), which takes into account the natural ordering of ratings. Baesens et al. (2017, p. 160) and Pfeuffer and Fischer (2016) discuss another parametrization of the ordered probit model, which was first applied to credit migration matrices by Nickell et al. (2000). Thereby, a separate model is estimated for each row of the migration matrix ($q$), and the probabilities to migrate from the present rating class $q$ to rating class $r$ are directly explained in terms of observable macroeconomic variables $z_t$:

$$p_{qrt}(z_t) = P(Y_{it} = r | Y_{it-1} = q, z_t) = \begin{cases} 
\Phi(\beta_{0,1} + \beta_3 z_t) & \text{if } r = 1, \\
\Phi(\beta_{0,r} + \beta_3 z_t) - \Phi(\beta_{0,r-1} + \beta_3 z_t) & \text{if } 1 < r < R, \\
1 - \Phi(\beta_{0,r-1} + \beta_3 z_t) & \text{if } r = R,
\end{cases}$$

where $\beta_{0,r}$ is an intercept that is specific to each target rating class $r$, while the sensitivity to macroeconomic factors $\beta_3$ is common to all of them.\footnote{Note that a strict notation would require writing $\beta_{q,3}$ ($\beta_{0,q,r}$) instead of $\beta_{3}$ ($\beta_{0,r}$), since a separate model is estimated for each initial rating class $q$.} As an alternative to the standard normal distribution ($\Phi()$), the logistic distribution function can also be used, in which case one obtains an ordered logit model (Pfeuffer and Fischer 2016). A disadvantage of these models, however, is that the predicted migration probabilities can become negative. Pfeuffer and Fischer (2016) therefore advocate to use multinomial models as an alternative. For instance, in the multinomial logit model,
the probability to migrate from the current rating class \( q \) to another rating class \( r \) is given with respect to a reference rating class \( R \) by the following equation:

\[
p_{qrt}(z_t) = \frac{\exp(\beta_{0r} + \beta_{3, r} z_t)}{1 + \sum_{j=1}^{R-1} \exp(\beta_{0j} + \beta_{3, j} z_t)}
\]

where all parameters \( \beta_r \) (\( \beta_j \)) are allowed to vary with the target rating category \( r \). The probability to end up in the reference category is then given by \( p_{qrt}(z_t) = 1 - \sum_{j=1}^{R-1} p_{qjt}(z_t) \). However, this additional flexibility over ordered probit and logit models comes at the cost of an increase in the number of parameters. A reliable estimation of multinomial logit models therefore requires significantly more data (Skoglund 2017; Skoglund and Chen 2016, 2017). Moreover, they do not take into account the natural ordering of the rating categories, which can lead to migration probabilities falling off wobbly.\(^{17}\)

Categorical regression models, such as ordered models and multinomial models, can be estimated from exposure-specific migration histories (Baesens et al. 2017, p. 160). But if some covariates are shared, as it is the case with macroeconomic variables, the models can also be calibrated to absolute transition frequencies (e.g. Pfeuffer and Fischer 2016; Skoglund and Chen 2017; Yang 2017a). For the case that only relative transition frequencies are available, but the number of absolute migrations is unknown, Pfeuffer and Fischer (2016) in addition discuss a log-ratio transformation approach and the Dirichlet generalized linear model. Yet, they argue that the latter is too restrictive to be useful, and find that the log-ratio transformation approach yields results that are similar to the multinomial logit model.

Some papers have also addressed the second assumption of simple migration matrices that rating migrations can be described by a first-order Markov chain. According to this common assumption, the past rating history of an exposure should have no influence on its future migration probability. Empirically, however, it is well documented that issuers who experienced a recent downgrade by a rating agency are more likely to experience another downgrade in the follow-up period (Kavvathas 2000; Bangia et al. 2002; Lando and Skødeberg 2002; dosReis et al. 2020). This stylized fact is also known as rating momentum, but the empirical results on its effect that are reported in our sample are somewhat conflicting. Skoglund and Chen (2017) conclude that losses can be significantly underestimated if rating momentum is not taken into account, especially in severe downturn scenarios and for the lower rating classes. In contrast, dosReis et al. (2020) find default probabilities of speculative grades to decrease if rating momentum is taken into account. However, it should also be mentioned that their approaches to incorporate rating momentum are hardly comparable, and that they also use different data. In general, it is difficult to take rating momentum into account, as the number of parameters to be estimated increases rapidly and a parsimonious parametrization must be found for a reliable estimation. In addition, rating momentum may also be explained by

\(^{17}\) Both ordered models and multinomial models are categorical regression models. Yet another class of categorical regression models that does take into account the natural ordering of rating categories are so-called continuation ratio models. A variant of these models has been suggested by Yang (2017a). However, continuation ratio models additionally impose the assumption that the various categories can only be reached successively, which is typically not the case for ratings. Nevertheless, they could be applied to describe roll rates, whose state space follows a sequential ordering (see below).
the rating agencies’ methodologies, which aim to avoid frequent rating reversals and update ratings only to a limited extent. The extent to which banks’ internal ratings also exhibit such momentum effects would have to be investigated on a case-by-case basis.

Another obstacle with migration matrices is that they tend to be noisy, when the underlying sample is noisy as well. Ideally, the diagonal entries should have the largest values, and the values to the right and left should decrease smoothly. Moreover, lower rating grades should have a higher risk of default, and all elements in non-default rating classes should be larger than zero. However, in practice the off-diagonal elements often fall off wobbly, and many of them are equal to zero. A simple solution would be to calculate a historical average of the one-period transition matrix, which rules out the consideration of macroeconomic information, however. Within our sample, other solutions have therefore been discussed. For example, Pfeuffer and Fischer (2016) mention Bayesian methods and generator matrix approximations (see below) as a solution. Blümke (2020) puts forward a sequential Bayesian updating model to estimate default probabilities for no-default and low-default portfolios but does not address other transition probabilities. And Yang (2018) proposes several smoothing algorithms for both default probabilities and migration probabilities that are based on a constrained maximum likelihood estimation.

Other articles in our literature survey that mention the cohort approach have addressed the following issues. Möstel et al. (2020) compare several approaches to derive confidence intervals for migration matrices. Brezigar-Masten et al. (2021) propose a novel rating approach. Traditional rating models use a binary default indicator as the dependent variable, which indicates whether an obligor is at least 90 days past due. Brezigar-Masten et al. (2021) propose instead to directly use the days past due as dependent variable. Since these cannot be less than zero, they employ a Tobit model, which takes this truncation into account. Moreover, Štěpánková (2021) investigates various approaches to aggregate transition matrices of different banks. Based on this, she also compares bank-sourced transition matrices to those of the credit rating agencies, and estimates industry-specific transition matrices. Georgiou et al. (2021) have further developed a method to reduce the state space of Markov chains. Their method could generally be helpful to collapse a fine-grained rating migration matrix to the major rating classes. However, contrary to their primary motivation, their method seems to be unsuitable for the stage allocation in IFRS 9. This is because they essentially interpret the ECLM as a two-tier rating system, whereby stage allocation would be based solely on absolute default risk, while ignoring relative changes in credit risk since origination.

7.2 Rating-based Models: Duration Approach

Another solution to ensure strictly positive transition probabilities is to use rating-based models in continuous time. Instead of focusing on the transition probabilities within a given period, these models attempt to specify the intensity with which subjects migrate between the different rating classes. In other words, the duration approach focuses on the time until the next transition instead of the likelihood of the event itself. Similar to the cohort approach, the intensities $\lambda_{qr}$ with which
subjects move from state $q$ to $r$ are summarized in a $(R \times R)$ generator matrix:

$$
\Lambda = (\lambda_{qr}) = 
\begin{pmatrix}
-\lambda_{11} & \lambda_{12} & \ldots & \lambda_{1R} \\
\lambda_{21} & -\lambda_{22} & \ldots & \lambda_{2R} \\
\vdots & \vdots & \ldots & \vdots \\
\lambda_{R-1,1} & \lambda_{R-1,2} & \ldots & \lambda_{R-1,R} \\
0 & 0 & \ldots & 0
\end{pmatrix}
$$

In a valid generator matrix, all off-diagonal elements $\lambda_{qr}$ (with $q \neq r$) are larger than zero, and all elements at the diagonal $\lambda_{qq}$ are the negative sum of the other entries, such that each row sum is equal to zero ($\lambda_{qq} - \sum_{q \neq r} \lambda_{qr} = 0$). The last column represents the default intensity of each rating class, in close analogy to the intensity function of continuous-time survival models. Moreover, default is again defined as an absorbing state, which implies that all entries in the last row of the generator matrix are equal to zero.

Generator matrices can be either obtained from discrete transition matrices or from transition data of individual subjects. One possibility to obtain a generator matrix from a given discrete transition matrix relies on the exponential function, i.e. $M(\tau) = \exp(\tau \cdot \Lambda)$, such that its entries are given by $\lambda_{qq} = \log(p_{qq})$ and $\lambda_{qr} = p_{qr} \log(p_{qr})/(p_{rr} - 1)$ (Israel et al. 2001). In this approach, however, it is assumed that a firm migrates at most once during the period under consideration, which means that the resulting generator matrix is only a crude approximation and can deviate significantly from the discrete migration matrix (Trück 2008). This problem can be circumvented if the generator matrix is approximated by a Taylor series:

$$
\Lambda \approx \sum_{k=1}^{\infty} (-1)^{k+1} \frac{(M-I)^k}{k},
$$

where $I$ is the identity matrix (Israel et al. 2001). Yet, this popular approach does not guarantee that all off-diagonal entries of the resulting generator matrix are non-negative, which may be solved heuristically, however. Besides this, the approximation may not always converge and even when it does, it is not guaranteed that the solution is unique. Several statistical and simulation algorithms have therefore been developed to address these problems, which are further studied in the literature on IFRS 9 by dosReis and Smith (2018) and Pfeuffer et al. (2019). Another drawback of generator matrices obtained from discrete transition matrices is that the assumption of constant transition intensities is violated in practice. The estimated cumulative default probabilities will therefore significantly deviate from the observed term structures, especially for longer maturities. Bluhm et al. (2007) have thus extended the static generator matrix by a time-dependent diagonal matrix, which allows to calibrate the generator matrix to historically observed cumulative default frequencies. Recently, this approach has been slightly generalized by Filusch (2021). However, both approaches address only that the likelihood of a transition changes with the time spent in the current rating class. In order to account for macroeconomic fluctuations as well, they still require manual overrides.

If data on individual rating transition is available, it is also possible to estimate the entries of the generator matrix directly. For example, Bellini (2019, p. 136) mentions the following maximum
likelihood estimator:

\[
\lambda_{qr}(\tau) = \begin{cases} 
\frac{N_{qr}(\tau)}{\int_0^{\tau} Y_q(s)ds} & \text{for } q \neq r \\
- \sum_{q \neq r} \lambda_{qr}(\tau) & \text{for } q = r,
\end{cases}
\]

where \( Y_q(s) \) is the number of subjects in rating class \( q \) at time \( s \), and \( N_{qr} \) is the number of subjects that migrated from rating class \( q \) to \( r \) during period \( \tau \). But this estimator assumes that the transition intensities are constant, i.e. time-homogenous.\(^{18}\) To alleviate this assumption, one can use the Aalen-Johansen estimator, which is an extension of the Kaplan-Meier estimator (Lando and Skødeberg 2002). Another possibility of estimating non time-homogeneous transition intensities is based on Cox’s semi-parametric model. This model is discussed in the literature on IFRS 9 by Skoglund and Chen (2017) and Bellini (2019, p. 143), as it also allows for example to include information on time-varying macroeconomic variables:

\[
\lambda_{qr}(\tau) = Y_{q\tau} \lambda_{0qr}(\tau) \exp(\beta_{qr}z_t),
\]

where \( Y_{q\tau} \) is an indicator process, which is equal to one if the process is in rating category \( q \), and zero otherwise (Lando and Skødeberg 2002; Leow and Crook 2014). However, in order to compute discrete transition matrices from a time-varying generator matrix, it is no longer possible to use the exponential function or the Taylor-series approximation. Instead, the product integral has to be computed.

The major advantage of the duration approach over the cohort approach is that it can be used to estimate PDs over any period, whereas the latter only allows to determine default probabilities at the end of discrete periods. Moreover, it is more robust and assigns positive PDs even over short periods of time (Brunel 2016a). In principle, the duration approach thus seems to be more suitable for IFRS 9. However, in practice ratings are often only updated once a year, which makes it difficult to reliably estimate the models. In addition, the duration approach may not be easy to communicate and also mentioned less frequently in our sample.

Compared to survival models, rating-based models provide a richer description of the process leading to default, because they do not only embody migrations to default, but also migrations between other states. However, this comes at the cost of requiring further restrictions such as the Markov assumption, and the need to estimate many more parameters. They are therefore less efficient than survival models, which approximate the data-generating process more closely. Moreover, rating-based models require a sound understanding of the underlying rating methodology as well. In particular, the stability of ratings affects migration probabilities. The more stable the ratings are, the lower will be the variability of migrations between non-default states and thus their sensitivity to changes in economic conditions. In contrast, the observed default rate per rating class behaves exactly the other way round. The more stable the ratings are held, the more the default rate and the PDs derived from it will fluctuate.

Yet, when it is not possible to reliably estimate survival models due to a lack of historical data, 18. dosReis et al. (2020) have extended this estimator by adding a self-exiting intensity with exponential decay in order to capture the effect of rating momentum, with the effect that observed downgrades increase future downgrades for a while.
rating-based models may provide a practical solution. This is especially the case for low-default portfolios in wholesale banking, for which only limited default observations are available. In this vein, rating-based models may also be useful when internal default data is scarce, because they allow to leverage the default experience of the rating agencies. An obstacle thereby, however, is that not all exposures possess an external rating. For such cases, various shadow rating approaches have been discussed in the literature on IFRS 9, which aim to replicate external ratings. For example, the textbook by Baesens et al. (2017, p. 223–225) presents a common approach consisting of two steps. In the first step, a cumulative logistic regression is used to regress the external ratings against the corresponding firm-specific variables. In the second step, this model is used to predict ratings for firms that do not have an external rating. However, Chawla et al. (2015) criticize such approaches for assuming that the rating classes are equidistant with respect to the risk of default. They therefore propose to first estimate the probability of default for rated companies. Specifically, they use a binary default indicator as the dependent variable in a regression on both the default rate of the corresponding rating class and information on the credit cycle. The output of this regression corresponds to the PD or the distance-to-default for a rating class. For a sample of rated borrowers, this output then serves as dependent variable in another regression on obligor-specific factors. Using the estimated model equation, they eventually predict the distance-to-default for non-rated obligors, from which they derive their implied ratings.

7.3 Roll Rate Models

Roll rate models are another class of discrete-time matrix models, which are well-established in financial accounting to estimate loss allowances. Whereas rating-based matrix models are traditionally applied to wholesale portfolios, roll rate models are foremost applied to retail portfolios. Instead of rating classes, the state space of roll rate models is based on days past due, which are grouped into 30-day intervals. This leads to transition matrices of the following form (Skoglund 2017):

\[
\begin{pmatrix}
p_{11} & p_{12} & 0 & 0 & p_{15} & p_{16} \\
p_{21} & p_{22} & p_{23} & 0 & p_{25} & p_{26} \\
p_{31} & p_{32} & p_{33} & p_{34} & p_{35} & p_{36} \\
p_{41} & p_{42} & p_{43} & p_{44} & p_{45} & p_{46} \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1
\end{pmatrix},
\]

where the first state is being current, the second is 1–30 days past due (DPD), the third is 31–60 DPD and the fourth is 61–90 DPD. The fifth and sixth state correspond to default and prepayment, respectively. The entries on the diagonal \((p_{qq})\) indicate the probabilities to remain in the current state and the off-diagonal entries represent the probabilities of migrating from the current state to another state. The reason that some entries of the transition matrix are zero is that some adjacent states cannot be skipped. For example, an exposure that is not yet past due would first have to be up to 30 days past due before it can be up to 60 days past due. Otherwise, the transition matrix of roll rate models is similar to that of rating-based matrix models. Default and prepayment are
treated as absorbing states, row sums have to be equal to one, and multi-period transition matrices are obtained through matrix multiplication.

The simplest possibility to estimate the parameters of this transition matrix is a non-parametric calculation of historical roll rates. After appropriate segmentation, the number of exposures who migrated from state \( q \) to state \( r \) during the current month \((N_{qr}(t))\) is simply divided by the number of all exposures who occupied state \( q \) at the end of the previous month \((N_q(t-1))\). To smooth these estimates, it is possible to average recent transition probabilities (Brunel 2016a). To lift the assumption that roll rates remain constant, they can be modelled either with time series models or as a function of transformed, macroeconomic variables (Breeden and Crook 2020; Breeden and Vaskouski 2020). Alternatively, the transition probabilities may also be estimated based on account-level data. To this end, logit models (Breeden and Vaskouski 2020), multinomial logit models (Skoglund 2017; Skoglund and Chen 2016) and Cox relative risk model (Djeundje and Crook 2018; Gaffney and McCann 2018) have been proposed, which can also take into account exposure-specific variables. However, it must be ensured that the column and row sums are always equal to one.

Roll rate models are also mentioned as a practical expedient in both the application guidance of IFRS 9 (B5.5.35) and the corresponding implementation guidance (example 12), where they are named provision matrix, to estimate expected credit losses of trade receivables. Roll rate models are overall subject to the same strengths and caveats as their rating-based counterparts. Since they are based on delinquencies, which are an early indicator of elevated credit risk, they achieve a high short-term performance, but their long-term performance is rather poor (Breeden and Vaskouski 2020).

8 Models based on Market Prices

Models based on market prices allow to assess the PD in the absence of historical default data, which is especially useful in wholesale banking. Obviously, they can only be applied to exposures of obligors for which market prices are available. Although the absolute number of such obligors is limited, they can still account for a sizeable share of the total portfolio. These models are considered to be inherently forward-looking because, according to the efficient market hypothesis, market prices should contain all available information about an obligor’s risk of default. Such models will therefore also react more promptly to changes in the risk of default than models based solely on historical data. However, their reliance on market prices is also seen a major caveat. First, the default definition of these models has to be reconciled with the internal definition of default (Bellini 2019, p. 70). Second, the volatility of market prices will ultimately also be mirrored in the PDs. Especially in times of crisis, these models may therefore also overestimate the PD. And third, market prices do not only reflect the risk of default, but also other factors such as liquidity premiums for assets that are rarely traded which are difficult to disentangle (Gubareva 2020, 2021).

8.1 Merton Model

A widely used market-based model is the famous Merton (1974) model, where default occurs if a firm’s asset value \( V_T \) falls below the nominal value of its debt \( B \) at the end of a given time-period
The probability of default at time $T$ evaluated at time $t$ is given by:

$$P(V_T \leq B) = \Phi\left( -\frac{\ln\left(\frac{V_t}{B}\right) + \left(\mu_V + \frac{1}{2}\sigma_V^2\right)(T-t)}{\sigma_V \sqrt{T-t}} \right),$$

where $\Phi()$ denotes the cumulative density function of the standard normal distribution, $\mu_V$ is the (annualized) drift-rate of the asset-value process, and $\sigma_V$ is the corresponding standard deviation. However, since neither the asset value $V_t$ nor its drift rate $\mu_V$ and standard deviation $\sigma_V$ are observable, they have to be estimated. This is done by solving the Black and Scholes (1973) equation, where a firm’s equity $S_t$ is interpreted as European call option on its asset value:

$$S_t = V_t \Phi(d_t) - Be^{-k(T-t)}\Phi(d_t - \sigma_V \sqrt{T-t}),$$

with

$$d_t = \frac{\ln\left(\frac{V_t}{B}\right) + \left(\mu + \frac{1}{2}\sigma^2\right)(T-t)}{\sigma \sqrt{T-t}},$$

where $k$ is the instantaneous risk-free rate. To solve this, one can either use a maximum likelihood approach (Duan 1994), an iterative procedure (Vassalou and Xing 2004) or solve a system of two equations by minimizing the sum of squared errors (Crosbie and Bohn 2003). In practice the model is usually applied over a one-year horizon, which leads to a mismatch between the option maturity and the debt maturity. This mismatch is typically resolved on an ad-hoc basis, for example by adjusting the default threshold $B$ such that only half of the long-term debt is taken into account.

Within our literature sample, only Bellini (2019, p. 70) briefly mentions the application of Merton’s model to low default portfolios. Besides this, Xu (2016) considers extensions of Merton’s model, where default may occur at any time before maturity. However, he also acknowledges that reduced-form models may be more suitable for purposes of IFRS 9. Yet, even if the Merton model and its extensions are not directly used, the distance to default $(d_t)$ may be used as a powerful explanatory variable in other models (e.g. Bharath and Shumway 2008; Campbell et al. 2008; Kalotay and Altman 2017; Blöchlinger and Leippold 2018).

### 8.2 Spread-based Models

Spread-based models exploit the direct relationship between the price of credit risky products and default probabilities. One possibility to measure a borrower’s cumulative PD resorts to bond spreads:

$$P(T_i \leq \tau) = 1 - \exp\left( -\frac{(y_{i\tau} - k_{\tau}) \cdot \tau}{1 - R_i} \right),$$

where $y_{i\tau}$ is the annual yield of a bond with maturity $\tau$, $k_{\tau}$ is the risk-free interest rate, respectively the yield of a risk-free bond with the same maturity, and $R_i$ is the recovery rate ($R_i = 1 - LGD_i$).
(Hull et al. 2005). Alternatively, spreads on credit default swaps (CDS) can be used to construct the PD term-structure:

\[ P(T_i \leq \tau) = 1 - \exp\left(-\frac{s_{i\tau} \cdot \tau}{1 - R_i}\right), \]

where \( s_{i\tau} \) is the credit spread (Gubareva 2021). When multiple instruments with different maturities are available, the PD term-structure can be interpolated. Otherwise, it is usually assumed that the default intensity is constant over time.

However, it is well-known that spread-based models give rise to risk-neutral PDs that reflect the market price of default risk. Only a small part of the spreads is due to the actual, real-world PD. Other determinants include for instance the expected recovery rate, a premium for liquidity risk, and investors’ risk aversion. It is therefore necessary to separate the default risk from other determinants. A simple method to isolate the default risk in CDS spreads for purposes of IFRS 9 is proposed by (Gubareva 2020, 2021). First, the cumulative default rates reported by the rating agencies are used to calculate a constant average default spread for each maturity, assuming that the recovery rate is 40 \%. Then, using a historical sample of observed CDS spreads for each obligor, its average CDS spread is determined. The default spreads from step one are then divided by the corresponding average CDS spread to calculate the weight of default risk in the CDS spreads of each obligor. In the last step, these shares are multiplied by the CDS spread observed on the balance sheet date, from which the probability of default is finally derived. However, the approach relies on the assumption that the long-run average default spread can be identified from the rating agencies’ cumulative default rates, that it is the same for all obligors, and that the weight of the default component remains constant over time. As for spread-based models in general, it is also necessary to make an assumption about the recovery rate. The industry standard is to assume a constant value of 40 \%. Alternatively, it would also be possible to use the framework of Pan and Singleton (2008) to estimate both the default component and the recovery rate from the term structure of CDS spreads. This approach is used in the literature on IFRS 9 by Chamizo and Novales (2020) who do not use CDS spreads to estimate PDs but to construct a global credit factor that may be used for scenario analysis. Besides the conflation of default risk with other risk premiums, however, the use of spread-based models is further aggravated by limitations in terms of data availability and quality, which applies in particular to CDS spreads. These models can therefore only be applied to a small number of obligors, and will at most provide a complementary source of information.

9 Adjustments of Regulatory Default Probabilities

As outlined in section 2.2, IFRS 9 requires to estimate a financial instrument’s PD over its remaining lifetime under consideration of current and forward-looking information. In contrast, banking regulation requires to group exposures into rating classes or segments, and the PD over the next 12 months has to be calibrated to the long-run average of annual default rates. Notwithstanding these differences, it has already been discussed during the development of IFRS 9 that it might be possible to adjust regulatory PDs for accounting purposes (EAP 2010). Similarly, regulators have also indicated that regulatory models may be used as a starting point for the ECLM (BCBS 2015;
EBA 2017). Accordingly, a number of approaches have since been proposed in the literature on how to adjust regulatory PDs for IFRS 9. In practice, banks also frequently use such approaches in order to save development costs and to ensure consistency between regulatory and accounting reporting (ECB 2017).

9.1 Scalar Approaches

The simplest approach to adjust regulatory PDs for forward-looking information is the so-called variable scalar approach (VSA). It was initially proposed by the FSA (2006) to transform volatile PD estimates into long run average PDs.21 However, for purposes of IFRS 9 this approach is reversed such that the regulatory PD of an exposure or rating class \( PD_{i1}^{Reg} \) is multiplied by a scalar that varies with the state of the economy. Popular is for instance to multiple the regulatory PD by the forecasted default rate of the portfolio \( DR_{\tau} \), divided by its long-run average \( \bar{DR} \):

\[
PD_{i\tau}^{c} = PD_{i1}^{Reg} \cdot \frac{\hat{DR}_{\tau}}{\bar{DR}}.
\]

In order to obtain forecasts of the portfolio default rate \( DR_{\tau} \), one may regress for example macroeconomic variables against past values of the portfolio default rate, and update the latter based on forecasts of these macroeconomic variables (Bellini 2019, p. 148). Alternatively, macroeconomic variables may be used to scale the regulatory PD. However, irrespective of the scaling factor used, a major drawback of the VSA is that the estimated \( PD_{i\tau}^{c} \) is not bounded, and may exceed 100 %. Alternatively one may therefore use the Bayesian scalar approach (BSA), whereby \( PD_{i\tau}^{c} \) is computed as follows (Skoglund 2017):

\[
PD_{i\tau}^{c} = \frac{(1 - \bar{DR}) \cdot \hat{DR}_{\tau} \cdot PD_{i1}^{Reg}}{\bar{DR} \cdot (1 - \bar{DR}_{\tau}) \cdot (1 - PD_{i1}^{Reg}) + (1 - \bar{DR}) \cdot \hat{DR}_{\tau} \cdot PD_{i1}^{Reg}}.
\]

It is generally acknowledged that both the VSA and the BSA are attractive because of their simplicity. However, both approaches suffer from a lack of theoretical foundation and the choice of the long-term default rate tends to be quite ad hoc (Rubtsov and Petrov 2016). Moreover, both approaches also require to separate systematic risks from obligor-specific risks. Ideally, the regulatory PD should be independent of macroeconomic variables, such that they are solely accounted for by the projected default rate (Skoglund 2017).

9.2 Vasicek’s Single Risk Factor Model

Some of these challenges can be overcome with Vasicek’s single risk factor model (VSRF model), which can be seen as a special case of Belkin et al.’s (1998) approach to adjust rating migration probabilities. Its variants are by far the most frequently mentioned adjustment of regulatory default probabilities. In its simplest form, which holds for large homogenous portfolios, the VSRF model is

21. In the meantime, the FSA (2007, 2009) and its successor (PRA 2017) have repeatedly released more information on the appropriate application of the variable scalar approach.
given by the following expression:

\[ PD_{c,i}^c(z_t) = \Phi\left( \frac{\Phi^{-1}(PD_{Reg}^{i}) - \sqrt{\rho}z_t}{\sqrt{1-\rho}} \right), \]

where \( \Phi() \) denotes the cumulative density function of the standard normal distribution, \( \rho \) is the asset-correlation, and \( z_t \) is a latent variable, representing the state of the credit cycle. The unknown model parameters \( \rho \) and \( z_t \) can be inferred from historical time series of the default rate, whereby \( PD_{c,i}^c \) is replaced by the observed default rate (Skoglund 2017; Bellini 2019, p. 139). Forward-looking \( PD_{c,i}^c \) may then be obtained by forecasting the latent factor \( z_t \). To this end, García-Céspedes and Moreno (2017) have proposed a closed form solution based on a Taylor series expansion that takes into account the serial correlation of the latent factor. Another option is to regress the estimated values of \( z_t \) on a set of explanatory macroeconomic variables, and to update \( z_t \) based on the forecasted values of these variables (Skoglund 2017).

The basic version of the VSRF model can be extended in numerous ways. Some authors suggest estimating the model per rating class (Rubtsov and Petrov 2016; Miu and Ozdemir 2017), arguing that different rating classes may react differently to the current state of the macroeconomy. As with rating-based matrix models, however, this requires a solid understanding of the underlying rating methodology. The more sensitive the ratings are to changes in the economic environment, the more stable the default rates of the rating classes will be, which ultimately reduces their sensitivity to the state of the economy. Other authors instead propose to estimate the model per industry, since credit cycles may differ across them (Chawla et al. 2016, 2017; Rubtsov and Petrov 2016). Furthermore, the latent factor variable may be replaced by one or several observable macroeconomic variables already when estimating the model (Rubtsov and Petrov 2016; Miu and Ozdemir 2017; Yang 2017b; Oeyen and Celis 2019).

Unlike the VSA and BSA, the VSRF model and its variants are theoretically underpinned. However, its underlying assumptions are quite restrictive, and the model is not particularly robust to violations thereof. Skoglund (2017) also highlights that the resulting term structure is quite sensitive to the latent risk factor. Since there is a strong convexity between negative values of \( z_t \) and the PD, the latter will rise rapidly in economic downturns. Another challenge is that a stable estimation of the model requires time series of default rates that cover several business cycles. However, banks do not usually possess such long time series. As a potential remedy, Miu and Ozdemir (2017) therefore propose to use external time series that are representative for the default rate of the portfolio at hand. Thereby, it is implicitly assumed that the quality of the portfolio remains stable over time, such that all changes in the default rate are only due to calendar time effects.

To the best of our knowledge, there are no studies yet that analyse the quality of such transformations and empirically compare the VSRF model with the VSA and BSA. Common to these approaches is that they use one-year PDs as input, which should ideally be as independent of macroeconomic variables as possible. These are then transformed with the aim of deriving conditional PDs that are sensitive to changes in the economic environment. In this respect, all of these three approaches entail a significant model risk.

Given that the stage allocation should ideally be performed for each financial instrument sepa-
rately, we argue that it would be more natural and robust to begin with the estimation of multi-period PD models at the level of individual exposures that meet the requirements of IFRS 9. The inputs or outputs of these models could then be adjusted to derive scores and ratings that meet the regulatory requirements as well. To this end, survival models seem to be particularly suitable. On the one hand, they allow to quantify the absolute default risk at the level of individual exposures, taking into account time-varying variables in line with IFRS 9. On the other hand, they also provide a ranking of exposures that can be used to derive scores. Based on these scores, internal ratings could then be assigned in accordance with the Basel Accords. And finally, the regulatory PDs could still be calibrated using the observed default rates of the respective rating classes.

10 Forward-looking Information

As mentioned above, IFRS 9 requires the consideration of forward-looking information, which we have mostly sidestepped so far. Although this requirement is considered to be one of the biggest challenges associated with IFRS 9 (EBA 2020), only a few contributions have explicitly addressed it. For models based on historical data, the usual approach is to first select three to five scenarios describing the potential evolution of the macroeconomic variables, then predict the dependent variable for each of these scenarios, and finally calculate a weighted average thereof. This approach can be used for models based on account-level data as well as for models based on aggregate portfolio data. Yet, besides the selection of relevant macroeconomic variables and suitable time-series models to predict them (see Bellini 2019, p. 257), this approach involves several challenges which have received little attention in the literature to date.

Firstly, for account-level models with time-varying obligor-specific variables, it would be necessary to forecast these variables as well ($x_{i\tau}$), since they are strictly speaking a stochastic process themselves ($x_i(\tau)$). This would also entail modelling the dependency between obligor-specific and macroeconomic variables, which is rarely done at all and requires a parsimonious parametrization (Duffie et al. 2007).

Secondly, the number of scenarios has to be determined. The possibilities range from a single scenario to a full Monte-Carlo simulation with potentially thousands of scenarios. However, the ITG (2015) has noted that a single scenario will only be appropriate if there is a linear relationship between the credit risk parameters and the economic scenarios. If not, multiple scenarios have to be used. At the other extreme, the IASB has also clarified that the estimation of expected credit losses "need not be a rigorous mathematical exercise, whereby every entity identifies every possible outcome and its probability." (IFRS 9 BC5.265). In practice, it is rather common to select only a few scenarios, since full Monte-Carlo simulations are computationally intensive. An advantage of full Monte-Carlo simulations is, however, that it becomes obsolete to choose a set of discrete scenarios and to attach probabilities to them, since they are already represented in the sampling process.

If only a few scenarios are used, the third challenge is therefore to determine both the severity and the probability of each scenario. In addition to a baseline scenario, it is common to determine both a pessimistic and an optimistic scenario that are based on qualitative expert judgements. The same applies to the probabilities of these scenarios, which can only be partially rationalized by
quantitative approaches (deRitis et al. 2018; Yang et al. 2020).

Given that it is difficult to predict the course of the economy, it is usually also assumed that the explanatory variables converge to their long-term average after two to three years. This convergence can take place either abruptly or gradually (Breeden and Liang 2015; deRitis et al. 2018; Bellini 2019, p. 276). But after the forecast horizon, the PD will only be conditional on the long-term average of the explanatory variables and thus on a single scenario.\(^{22}\)

Overall, it can be seen that the consideration of forward-looking information by means of a scenario analysis is statistically challenging. At the same time, the process is also highly judgemental, which increases management’s scope for discretion. And furthermore, the estimated PDs (and expected credit losses) can hardly be interpreted when using some but few scenarios, as they represent neither a conditional nor an unconditional assessment.

For discrete-time survival models, many of these problems can at least be mitigated with an alternative approach. This approach consists of estimating a separate model for each forecast horizon and then using the most recently observed values of all explanatory variables to forecast the PD (Campbell et al. 2008). Although the number of PD models to be estimated is high with this approach, it eliminates the need to model time-varying variables, which otherwise introduces a model risk of its own kind. Nevertheless, this approach is rarely used (Breeden and Vaskouski 2020) or mentioned (Xu 2016) in the literature on IFRS 9. Future research could therefore further investigate whether and under which circumstances a scenario analysis actually yields an improved out-of-time performance. Results from Breeden and Vaskouski (2020) already suggest that a good model to predict the PD is more crucial than macroeconomic scenarios. In view of this, the IASB could also relax the information set to be used by making scenario analysis only optional. This would be consistent with the otherwise principles-based standard, and also with the IASB’s original deliberation to require an entity’s best estimate (IASB 2009).

### 11 Stage Allocation

Since the stage allocation is based solely on an assessment of default risk, it is closely related to the PD models above. The stage allocation is also the most significant feature in which the ECLM in IFRS 9 differs from the CECL in US GAAP. As outlined in chapter 2, a lifetime expected credit loss has to be recognized only when there is a significant increase in credit risk since origination. The stage allocation therefore has a substantial impact on the level of loan loss allowances, especially for portfolios of high default risk (Krüger, Rösch, et al. 2018; Skoglund and Chen 2018). In order to evaluate the contributions on the SICR test, we decompose the stage allocation according to the three essential decisions that have to be made. This includes selecting a measure of default risk, choosing a scale that relates the value of that measure at the balance sheet date to its value at origination, and setting a threshold above which a change in the scaled measure is considered to be significant.

\(^{22}\) If the model is based on aggregated default rates or migration rates, it is assumed that the rates themselves revert to their long-run average (deRitis et al. 2018).
11.1 Risk Measure

Regarding the risk measure, it can be observed that the qualitative risk of default is usually replaced by the quantitative PD. However, there are different views on whether the PD over the remaining lifetime or the one-year PD should be used. By default, IFRS 9 requires to use the cumulative PD. Most authors who advocate its use justify this with the corresponding requirement (e.g. Brezigar-Masten et al. 2021). In addition, Krüger, Rösch, et al. (2018) emphasize that cumulative PDs are less pro-cyclical and allow to identify long-term trends that would otherwise be neglected. By contrast, authors who advocate the use of the 12-month PD, respectively rating downgrades, stress that the estimation of cumulative PDs is highly uncertain which renders them unreliable (Chawla et al. 2016; Gaffney and McCann 2018). Accordingly, it is also criticized that according to IFRS 9 only the suitability of the 12-month PD has to be demonstrated, but not that of the cumulative PD.

Another complicating factor in using the cumulative PD is that a given increase in the absolute PD will be more significant the shorter the remaining maturity. Chawla et al. (2016) and Bellini (2019, p. 278) therefore suggest that the cumulative PD should be divided by the remaining maturity, in order to make the term structures comparable across assets with different maturities. In order to also take into account the increasing estimation uncertainty, Chawla et al. (2016) additionally propose to discount the marginal or conditional PD with the effective interest rate. However, despite being difficult to communicate, it is questionable to what extent the last two measures are still supported by the requirements of IFRS 9.

Besides the PD, it is possible to use the list of indicators in IFRS 9 to assess significant increases in credit risk qualitatively. Among other things, this list mentions changes in internal price indicators, contractual terms and macroeconomic variables. However, Chawla et al. (2016) conclude after a critical appraisal that the majority of indicators in that list lag any changes in the risk of default. They therefore argue that most of these indicators can only serve as benchmarks for the PD or as backstop criteria. In addition, they point out that qualitative criteria are likely to be assessed differently across decision-makers and reporting dates. They therefore suggest to develop internal guidelines, in order to ensure a consistent application.

Independent of which risk measure is used, the ITG (2015) has clarified that an asset cannot be in different stages at the same reporting date. As already mentioned above, this implies that the stage allocation must not be performed for each scenario (Bellini 2019, p. 279). Instead, a weighted average of scenario-specific PDs must be computed beforehand.

11.2 Scaling

Once a risk measure has been set, the scaling must be chosen. It determines how the current PD is compared with the PD that was expected at origination for the present reporting date. A summary of these scales is provided in table 3. The simplest scaling would be to use the absolute level of the

---

23. When using external ratings, however, it should be borne in mind that they often lag changes in credit risk (Löffler 2004; Chawla et al. 2016).

24. In practice the expected PD may not be available. Gaffney and McCann (2018) address this problem by basing their predictions on those values of the explanatory variables that were observed at the time of origination, while using the same model.
current PD, which essentially is an ordinary rating system with only two rating classes (Brunel 2016b; Georgiou et al. 2021). However, this absolute scaling lacks a comparison with the expected PD, and is therefore generally not compliant with IFRS 9. Only for financial instruments with a low credit risk, such as those with an investment grade rating, would the use of this scaling be permissible (IFRS 9.5.5.10). Notwithstanding, regulators expect banks to make limited use of this low credit risk exemption (BCBS 2015; EBA 2017).

A first alternative to the absolute level is an additive scaling, whereby the expected PD is subtracted from the current PD. Another possibility is to assess relative changes, whereby the current PD is divided by the expected PD (Chawla et al. 2016; Gaffney and McCann 2018; Brezigar-Masten et al. 2021). However, as IFRS 9 considers a given absolute change in credit risk to be more significant the lower the credit risk initially was, it would be most natural to use a combined scaling. Thereby, the additive scaling is additionally divided by the expected PD. The combined scaling is mentioned in the literature by Miu and Ozdemir (2017) and Krüger, Rösch, et al. (2018), and is also put-forward in regulatory guidelines (EBA 2017).

In addition, Miu and Ozdemir (2017) discuss a double trigger requirement, whereby both an absolute and a combined scaling threshold have to be exceeded, in order to prompt a transfer. In practice, such double trigger requirements are often used with the aim of avoiding high volatility of impairment provisions. However, such double-trigger requirements might again be scrutinized by auditors and regulators (EBA 2020). For one thing, they could conceal significant increases in credit risk. And for another, the low credit risk exemption was introduced by the IASB as an operational simplification rather than a global relief.

### 11.3 Threshold

The threshold is the value of the scaled measure which triggers a stage transfer. In other words, the threshold operationalizes what a 'significant' increase in credit risk since origination is. But although the threshold has a material impact on the absolute level of loan loss allowances and provisions, so far there are no generally accepted thresholds (Chawla et al. 2016; Gubareva 2021). Accordingly, almost all contributions avoid limiting the range of admissible values. If any values are given, they serve only for illustrative purposes. The key challenge is that – due to the qualitative requirements of IFRS 9 – there are no right or wrong stage allocations, which could be used to backtest significant increases in credit risk since origination.

Chawla et al. (2016) discuss various criteria that could be used to determine appropriate thresh-
olds. First, they consider to rely on existing credit processes, such as watch lists and lending criteria, which they reject for being backward-looking, however. Second, they consider to use confidence intervals, which they dismiss for being impractical as well. Moreover, it should be noted that such an approach would conflate significant increases in credit risk with statistical significance. It would therefore be more appropriate to speak of substantial increases in credit risk. As a third option remains to rely on expert opinions. For example, a doubling or tripling of PD is often considered to be substantial, when using a relative scaling (e.g. Brezigar-Masten et al. 2021). Krüger, Rösch, et al. (2018), who use a combined scaling, use thresholds of 5%, 20% and 50%. Likewise, downgrades by one notch on the rating agencies’ eight-point scale are considered to be substantial as well. Another possibility to approximate appropriate threshold values might be to rely on the rebuttable presumption that a significant increase in credit risk has occurred if an exposure is 30 days past due. If a high proportion of the stage transfers is only triggered through this presumption, this could indicate that the threshold is set too high.

12 Discussion and Conclusion

Previous surveys on the estimation of default probabilities for IFRS 9 have often described only a limited number of models to implement the new impairment requirements. Against this background, we present the first systematic review on both the estimation of PDs over the remaining lifetime and the ongoing discussion about the stage allocation. In a systematic literature review, we summarize 52 contributions that have been published on these subjects so far.

We have structured the models to estimate the PD according to the data they use, as well as their time-space and state-space. This enabled us not only to discuss the merits and limitations of individual models, but also to demonstrate the relationships and differences between them. Overall, it becomes apparent that banks can draw on a variety of statistical models to determine the PD over the remaining lifetime. As far as can be inferred from the banks’ annual reports, in practice mainly transformations of regulatory PDs and rating-based matrix models seem to be used. However, these methods approximate the underlying data-generating process only indirectly and require a sound understanding of the underlying rating methodology. In the academic literature, on the other hand, survival models that directly describe the data-generating process are now predominantly used to model the risk of default or bankruptcy, respectively. Survival models that can take into account time-varying variables also seem to be particularly suitable for IFRS 9. Where, in addition, early repayments play a significant role, competing risk models may be considered. However, the calibration of these models also requires that sufficient default observations are available. In practice, this is likely to be the case only for retail portfolios, if at all. For low-default portfolios in wholesale banking, rating-based matrix models will therefore probably remain the market standard.

Furthermore, we argue that for IFRS 9 a calibration of the PD at the account level is more appropriate than a calibration at the portfolio level as prescribed in the Basel Accords. This is because in order to identify a significant increase in the default risk of a financial instrument, it is necessary that the PD model is able to measure such increases in the first place. Three conclusions follow from this. First, the usual classification of IFRS 9 as 'point-in-time’ and the Basel Accords as
'through-the-cycle' seems to be unwarranted, as it ignores these calibration differences. Second, it calls into question the feasibility of approaches to adjust aggregated regulatory PDs for IFRS 9. In order to maintain only a few models and to ensure consistency between accounting and regulation, we propose that banks could once again resort to survival models. But third, it can also be deduced that account-level models are necessary primarily due to the stage allocation. For the CECL in US GAAP, where there is no stage allocation, simpler models based on aggregated portfolio data can be used (Breeden and Vaskouski 2020).

With regard to the stage allocation, the following conclusions can be made on the basis of the available literature. Most often, the PD is mentioned as a risk measure, but opinions vary on whether annual PDs or their entire term-structure should be used. To scale the measure, relative or combined scalings seem to be more appropriate than absolute scalings or double trigger requirements. But with regard to the threshold, there is still no consensus on appropriate values. Banks can therefore exercise a considerable scope of discretion, which will ultimately limit the comparability of expected credit losses across them. This could be further reinforced by the choice of models to estimate the PD. However, no study has yet empirically investigated how model choice affects the stage allocation. In addition, we find that the stage allocation is susceptible to misinterpretation. Although it basically provides for an assessment of default risk at the balance sheet date relative to initial expectations, it is occasionally interpreted as a two-grade rating system in which exposures are solely assessed according to their absolute risk of default at the balance sheet date.

In closing, we would like to point out some avenues for future research. So far, there are only a few benchmark studies that compare different models empirically. Breeden and Vaskouski (2020) and Breeden and Crook (2020) use single family loan data from Fannie Mae and Freddie Mac to compare age-period cohort models, vintage models and roll rate models, among others. Beyond our sample, Gupta et al. (2018) compare the performance of Cox’s relative risk model with discrete-time hazard models to predict bankruptcies of small and medium-sized enterprises (SMEs). Similarly, Dirick et al. (2017) use data on personal loans and loans to SMEs to compare Cox’s relative risk model with various AFT models as well as mixture cure rate models. Future benchmark studies could compare other models, whose performance should be validated out-of-time. In particular, there seem to be no studies available yet that empirically assess the quality of transformations of regulatory PDs for purposes of IFRS 9. Moreover, most studies on rating-based models use data from the rating agencies. Little is still known about the properties of banks’ internal rating data (Štěpánková 2021).

Future studies could also compare statistical models with machine learning methods. Such methods have so far only been mentioned in the literature on IFRS 9 by Bellini (2019), Altman et al. (2020), and Blumenstock et al. (2020). Since these contributions already provide a concise summary of the methods they use, but do not go into much technical detail themselves, we have decided not to expand on them in our review. Apart from that, Altman et al. (2020) find that even advanced machine learning techniques such as neural nets and support vector machines do not outperform a logistic regression for predicting financial distress of small and medium-sized enterprises. And given the black-box nature of many machine learning methods, Blumenstock et al. (2020) also acknowledge that they are still far from regulatory approval. In the near future, they will therefore mainly have a
complementary role in model validation and as benchmarks. However, given that machine learning currently receives a lot of attention in the credit risk community, further reviews and benchmark studies would certainly be welcome.

Finally, PD estimates should also be compared across banks (EBA 2020). In the context of banking regulation, previous studies have already shown that the outputs of internal models differ significantly (Le Leslé and Avramova 2012). Several studies have also found evidence that banks do use their discretion over internal models strategically (Vallascas and Hagendorff 2013; Mariathasan and Merrouche 2014). For at least three reasons, these problems could be even more serious for IFRS 9. First, it involves inherently more uncertainty to estimate the PD over the remaining lifetime than over one year. Second, as this review has shown, banks can choose from a variety of models and approaches when estimating the PD for IFRS 9, and the stage allocation is also largely at their own discretion. And third, unlike the Basel Accords and despite these additional imponderables, IFRS 9 contains hardly any requirements for the validation and backtesting of internal models, which could further exacerbate differences across banks.
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<table>
<thead>
<tr>
<th>Study/McPhail and McPhail 2014</th>
<th>Models considered</th>
<th>Data providers</th>
<th>Region</th>
<th>Period</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Study/McPhail and McPhail 2014</td>
<td>(12)</td>
<td>Corporate credit ratings</td>
<td>Moody's</td>
<td>1987 – 2017</td>
<td>Annual</td>
</tr>
<tr>
<td>Study/McPhail and McPhail 2014</td>
<td>(12)</td>
<td>Corporate credit ratings</td>
<td>Mooby's, CRISP, Computstat</td>
<td>US</td>
<td>1982 – 2014</td>
</tr>
<tr>
<td>Study/McPhail and McPhail 2014</td>
<td>(12)</td>
<td>Corporate credit ratings</td>
<td>Mooby's, FRED</td>
<td>US</td>
<td>1990 – 2013</td>
</tr>
</tbody>
</table>

**Notes:** The second column refers to the numbers in table 1. Empty fields indicate that the corresponding information is either not available or does not apply.

In addition to the contributions above, our sample also includes Brunel (2016b) and Chawla et al. (2016) who, however, only discuss the stage allocation.


