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Abstract

Financial crises appear to have long-lasting effects, even after the crisis itself

has past. This paper offers a simple explanation through Bayesian learning

from rare events. Agents face a latent and time-varying probability of economic

disaster. When a disaster occurs, learning results in greater effects on asset

prices because agents update their probability of future disasters. Moreover,

agents’ belief that the disaster risk is high can rationally persist for years, even

when it is in fact low. We generalize the model to allow for a noisy signal of

the disaster probability. This generalized model explains excess stock market

volatility together with negative skewness, effects that previous models in the

literature struggle to explain.
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1 Introduction

Rare events are hard to learn about. While existing models use rare events to account

for the equity premium, high equity volatility, option prices, and the cross-section of

returns, they tend to abstract from the learning process. Yet the standard assumption

of rational expectations equilibrium, in which the agent operates under full informa-

tion, cannot be expected to hold for rare events. An economy with rare events and

incomplete information can differ in fundamental ways from an economy in which in-

formation is (unrealistically) perfect.

In this paper, we consider the point of view of a Bayesian investor who learns

about the probability of a rare event from realizations, and also from a noisy signal.

The underlying probability of the rare event varies over time, so that the agent does not

ever have full information about the rare event probability. Despite the complexity of

the problem, we can derive analytical solutions. These analytical solutions show that

learning can account for important aspects of the data that the full-information case

cannot. First, learning generates a greater equity premium, because the realization of

a disaster coincides teaches the agent that future disasters can occur. Embedding these

expectations into stock prices leads these to fall by still more. This is important because

a persistent criticism of rare events as an explanation of the equity premium is that

rare events are simply not large enough to generate the needed effect.1 Moreover, we

show that a stock price decline can substantially exceed that of consumption during a

disaster period, as shown in Muir (2017). Second, learning creates an extended recovery

from disasters during which valuations are depressed, and precautionary savings remain

high, possibly for years after the disaster has occurred. This effect is well-documented

in the literature (Reinhart and Rogoff, 2009).

Our analytical approach also allows us to incorporate the effect of noisy signals

concerning disaster. These noisy signals generate high volatility in stock prices, even

when disasters do not occur. Moreover, the signals generate relatively small disconti-

nuities in asset prices during normal times. The existence of such jumps is emphasized

in a large empirical literature that specifies a reduced-form model of the pricing kernel

(Broadie et al., 2007). They also explain a fact about aggregate market returns that

have remained out of reach of benchmark asset pricing models: negative skewness in

aggregate market returns.

1See Longstaff and Piazzesi (2004) and Mehra and Prescott (1988).
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Our contribution relates to several recent strands of literature. The idea of a dis-

aster that causes long-run effects through belief shifts is present also in Hennessy and

Radnaev (2016), Kozlowski et al. (2018), and Moreira and Savov (2017). Hennessy and

Radnaev (2016) focus on leverage effects in a production economy; Kozlowski et al.

(2018) focus on the riskless rate. In their paper, learning is non-Bayesian. Moreira

and Savov (2017) introduce learning about crash risk to a setting with intermediated

assets; we show that some of their effects do not require an intermediary structure but

are present in a frictionless economy. These papers do not present analytical results

or discuss implications for skewness. The relation between learning and skewness is

present in work of Schmalz and Zhuk (2018), who assume a partial equilibrium setting

and focus on the cross-section. Finally, our work addresses the question of whether

rationally anticipated learning has first-order effects. Collin-Dufresne et al. (2016) and

Cogley and Sargent (2008) offer different perspectives on this issue. We show that

learning can indeed generate an ex ante equity premium that is noticeably larger than

otherwise, when it is rare events that are the subject of the learning.

2 The Model

2.1 Endowment and preferences

We assume an endowment economy with an infinitely-lived representative agent. The

aggregate consumption (endowment) process is given by

dCt
Ct−

= µCdt+ σCdBCt + (e−Zt − 1)dN1t, (1)

whereBCt is the standard Brownian motion andN1t is a Poisson process. The Brownian

motion µCdt+σCdBCt summarizes normal time consumption growth, while the Poisson

term (e−Zt − 1)dN1t captures disasters. The random variable Zt is the change in log

consumption when disasters occur. For tractability, we assume that Zt follows an

i.i.d process with distribution denoted by ν. We use the notation Eν to denote the

expectation taken with respect to the distribution of ν. The processes, BCt, N1t and

Zt are assumed to be independent. The intensity of N1t equals λ1t. In what follows,

we will assume that, while the agent perfectly observes consumption, λ1t is latent. We

model the learning problem about λ1t in next section.
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We assume the representative agent has recursive utility with EIS equal to 1, and

use the continuous-time characterization of Epstein and Zin (1989) utility derived by

Duffie and Epstein (1992):

Vt = maxEt

∫ ∞
t

f(Cs, Vs)ds, (2)

where

f(Ct, Vt) = β(1− γ)Vt

(
logCt −

1

1− γ
log ((1− γ)Vt)

)
. (3)

Here β represents agent’s time-preference, and γ is the risk-aversion. When γ > 1,

agents show preference for early resolution of uncertainty.

2.2 The processes for conditional jump intensity and learning

The conditional probability of disasters follows a Markovian regime switch model.

We assume that the agent learns the probability of disasters from the realization of

disasters. We also allow the agent to learn in another way: from signals. Because

disasters occur rarely, these signals could be quite important. A signal might, for

example, be a disaster realization elsewhere (if we consider this a model for the US

economy, it could be a realized disaster in a foreign country).

We model learning from signals by assuming a second Poisson process, N2t. We use

λ2t to denote the jump intensity of N2t at time t.2 Define

λt = [λ1t, λ2t]
> .

Furthermore, assume two states, so that

λk =
[
λk1, λ

k
2

]>
k ∈ {L,H}.

λt switches between λH and λL according to:

Pr
(
λt+dt = λH |λt = λL

)
= φL→Hdt

Pr
(
λt+dt = λL|λt = λH

)
= φH→Ldt.

(4)

2This model assumes random arrival of a signal. Another interesting case is one in which the
signal arrives at fixed times (pre-scheduled announcements). We explore this case in a companion
paper (Wachter and Zhu, 2017).
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The physical probability of a switch is independent of information other than λt. More-

over, the λ1-state and the λ2-state are perfectly correlated, an assumption that we make

for simplicity. We assume that λH1 > λL1 ≥ 0. 3 Note that state H is a high-risk state,

because this is where the probability of economic disaster is highest. While nothing in

our framework requires that λH2 ≥ λL2 ≥ 0 (namely that signals are more likely when

disaster risk is high), we nonetheless make this intuitive assumption to fix ideas.

We use pt to denote agent’s posterior belief in the high-risk state, i.e.,

pt ≡ Pr
(
λt = λH |Ft

)
, (5)

where Ft is agent’s information set up to the observation at time t. We define notation

for the agents’ posterior jump intensities.

λ̄i(pt) ≡ λHi pt + λLi (1− pt), i = 1, 2

λ̄(pt) ≡ λHpt + λL(1− pt).
(6)

We assume that the agent leans about the regime through the realization of rare events,

N1t and N2t. The following theorem gives provides the stochastic differential equation

that characterizes the evolution of the posterior probability a Bayesian agent assigns

on the high-risk state.

Theorem 1. The agent’s posterior belief in the high-risk state, pt, defined by (5),

evolves according to

dpt = (φL→H − pt−(φH→L + φL→H)) dt︸ ︷︷ ︸
(7.1)

+ ι>
(
λ̄(pt−)− λH

)
pt−dt︸ ︷︷ ︸

(7.2)

+

(
λH1 − λ̄1(pt−)

λ̄1(pt−)

)
pt−dN1t +

(
λH2 − λ̄2(pt−)

λ̄2(pt−)

)
pt−dN2t︸ ︷︷ ︸

(7.3)

. (7)

where ι = [1, 1]>.4

3Our 2-state Markov-switching framework follows assumptions of Benzoni et al. (2011). The
literature on equilibrium models with learning about latent regimes include Lettau et al. (2008), David
and Veronesi (2013), and Dergunov et al. (2018). The model is in contrast to that of Koulovatianos
and Wieland (2011), who assume a transitory state for the disaster probability. Koulovatianos and
Weiland also focus on the case with time-additive, as opposed to recursive utility.

4For simplicity, we assume that all types of rare events are equally easy to learn about. An
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Proof. See Appendix A.

What causes pt to vary? The first term (7.1) reflects the physical drift in regime.

Conditional on being in a low-risk state, the economy exists to the high state with

probability φL→Hdt; conditional on being in a high-risk state, the economy shifts to a

low-risk state with probability φH→Ldt (this term appears with a negative sign because

it represents a decrease in pt). The shift in pt then represents a weighted average:

(1− pt−)φL→H dt+ pt−(−φH→L) dt = (φL→H − pt−(φH→L + φL→H)) dt

The terms (7.2) and (7.3) reflect learning from observations on the Poisson events.

Note that

(λ̄(pt)− λH)pt = (λL − λH)pt(1− pt),

so these terms depend on the product of pt with 1 − pt. Thus there is a nonlinear

effect of pt on learning. Learning is fastest when the agent is not certain, namely pt is

furthest away from 0 and from 1 (Veronesi, 1999).

The term (7.2) represents learning from the absence of Poisson shocks. This term

is negative because λ̄i(pt) ≤ λHi . When nothing happens, the agent shifts his belief

toward the low-risk state.5 Though it appears that there is no news, the agent is still

learning. In a precise sense, “no news is good news” (Campbell and Hentschel, 1992).

Finally, (7.3) captures the direct learning from Poisson arrivals. If either shock

occurs, the agent updates the belief in favor of the high-risk state. Specializing to the

case of λLj = 0, note that the agent updates her probability from pt to 1 should shock

Nj occur.

interesting extension would be to allow some events to be easier to learn about than others. This
might explain differential responses of risk premia to wars versus financial crises (Muir, 2017).

5Note that the process N1t +N2t is itself a Poisson process with conditional jump intensity given
by ι>λt. When there is no Poisson arrival from N1t or N2t, the agent learns as if there is no Poisson
arrival from N1t +N2t.
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Note that, we can also rewrite (7) as

dpt = φL→H − pt− (φH→L + φL→H)) dt

+

(
λH1 − λL1
λ̄1(pt−)

)
pt−(1− pt−)

(
dN1t − λ̄1(pt−)dt

)
+

(
λH2 − λL2
λ̄2(pt−)

)
pt−(1− pt−)

(
dN2t − λ̄2(pt−)dt

)
. (8)

Equation 8 provides other characterizations of the learning process. First, when pt− = 0

or 1, the agent is certain about the current state, and there is no effect from learning.

Meanwhile, the larger the difference between λH and λL, the stronger the effect of

learning as the likelihood of a rare event in the high-risk state is higher compared to the

low-risk state. Finally, as λ̄1(pt−)dt and λ̄2(pt−)dt are the agent’s expected probability

of Poisson jumps, the agent’s expected change of pt is φL→H − pt− (φH→L + φL→H)) dt,

reflecting only the effect from physical dynamics of regime switch and implying that

the learning should be unbiased.

2.3 The state-price density

We value streams of future cash flows using the state-price density process, which we

will call πt. The process is uniquely determined by the representative agent’s utility

and endowment process. We solve for the state-price density by characterizing the

representative agent’s value function first.

Proposition 1. The representative agent’s continuation value Vt is given by

Vt = J(Ct, pt),

where

J(C, p) =
1

1− γ
C1−γe(1−γ)j(p). (9)

The function j(p) is continuously differentiable and solves the ordinary differential
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equation (ODE):

j′(p) =

(
βj(p)− µC +

1

2
γσ2 − λ̄1(p)

1− γ

(
Eν
[
e(1−γ)Z

]
e(1−γ)(j(pλH1 /λ̄1(p))−j(p)) − 1

)
− λ̄2(p)

1− γ

(
e(1−γ)(j(pλH2 /λ̄2(p))−j(p)) − 1

))
×
(
φL→H − p(φH→L + φL→H)− pι>

(
λH − λ̄(p)

))−1
, (10)

with boundary condition

βj(p∗)− µC +
1

2
γσ2

− λ̄1(p∗)

1− γ

(
Eν
[
e(1−γ)Z

]
e(1−γ)(j(p∗λH1 /λ̄1(p∗))−j(p∗)) − 1

)
− λ̄2(p∗)

1− γ

(
e(1−γ)(j(p∗λH2 /λ̄2(p∗))−j(p∗)) − 1

)
= 0, (11)

for

p∗ =
(

(ι>(λH − λL) + φH→L + φL→H)

−
√

(ι>(λH − λL) + φH→L + φL→H)2 − 4ι>(λH − λL)φL→H

)
×
(
2ι>(λH − λL)

)−1
. (12)

Proof. See Appendix B.

The probability p∗ has an economic interpretation. As time goes by without a

Poisson realization Nt, the agent learns from the absence of Poisson realizations. At a

certain point, however, belief update from learning will cancel with the belief update

due to the knowledge of physical dynamics. This is the point at which the drift in (7)

equals zero:

(φL→H − p∗(φH→L + φL→H)) + ι>
(
λ̄(p∗)− λH

)
p∗ = 0,

or equivalently:

ι>(λH − λL)p∗2 − (ι>(λH − λL) + (φH→L + φL→H)+)p∗ + φL→H = 0. (13)
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Note that (13) is a quadratic equation in pt. The Equation 12 gives the unique root

between 0 and 1. Furthermore, we can show that, if ι>λH ≥ ι>λL

p∗ ≤ φL→H
φH→L + φL→H

. (14)

The right-hand side of (14) is the unconditional probability of the high-risk state.

The physical dynamics of the Markov process pushes the agents’ belief towards this

probability. On the other hand, the absence of rare events pushes the agent’s belief

towards zero. When pt = p∗, these forces exactly cancel each other out. Besides the

economic intuition, p∗ enables us to define a boundary condition for the ODE (10),

which helps to accurately compute the function j(p).

Given the representative agent’s continuation value, we can then solve the unique

state price density process, πt, of the economy using the result, due to Duffie and

Skiadas (1994) that

πt = exp

{∫ t

0

∂

∂V
f(Cs, Vs)ds

}
∂

∂C
f(Ct, Vt) (15)

and therefore

πt = locally deterministic term × C−γt e(1−γ)j(pt). (16)

To price assets, and understand risk premia, it is convenient to write down the stochas-

tic process for πt that (15) implies.

Theorem 2. The state-price density, πt, solves the stochastic differential equation

dπt
πt−

= µπt−dt+ σπt−dBCt

+
(
eγZte(1−γ)(j(pt−λH1 /λ̄1(pt− ))−j(pt− )) − 1

)
dN1t︸ ︷︷ ︸

(17.1)

+
(
e(1−γ)(j(pt−λH2 /λ̄2(pt− ))−j(pt− )) − 1

)
dN2t︸ ︷︷ ︸

(17.2)

, (17)
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for µπt− = µπ(pt−), σπt− = σπ(pt−), and

µπ(p) =− (β + µC − γσ2
C)− λ̄1(p)Eν

[
e(γ−1)Ze(1−γ)(j(pλH1 /λ̄1(p))−j(p)) − 1

]
− λ̄2(p)

(
e(1−γ)(j(pλH2 /λ̄2(p))−j(p)) − 1

)
(18)

σπ(p) =− γσC , (19)

where j(p) is a continuous differentiable function characterized by ODE (10) and

boundary condition (11).

Proof. See Appendix B.

The mean growth rate is (as usual) the riskfree rate, rt, which we characterize

in what follows. The term −γσCdBCt captures the effect of diffusive shocks to the

consumption growth: a positive shock dBCt increases the agent’s consumption level,

and decreases the agent’s marginal utility.

The term (17.1) captures the effect on the marginal utility from a disaster realiza-

tion. Note that eγZt gives the direct effect of a disaster: when a disaster hits, economy-

wide consumption falls, directly raising marginal utility. It is this term that is respon-

sible for the equity premium in models such as Barro (2006) and Rietz (1988). There is

also an indirect effect on marginal utility, given in the term e(1−γ)(j(pt−λH1 /λ̄1(pt− ))−j(pt− )).

This term enters multiplicatively, and thus amplifies the first. While superficially com-

plicated, this term has a clear economic interpretation. First, note that if a disaster

occurs, the agent updates her probability of the high-risk state from p to pλH1 /λ̄1(p).

We can see this directly from the law of motion (7). Given this change in pt, the change

to marginal utility follows from (15) and Proposition 1. The disaster increases marginal

utility both directly, through its effect on consumption, and indirectly, through a slower

resolution of uncertainty (due to the shift in probability) Note that when γ = 1, this

term equals one, and the equation implies a rare-events form of the standard Breeden

(1979) Consumption CAPM, namely only consumption risk is priced. The term (17.2)

can be understood similarly, except in this case there is no direct effect on consumption.

The next theorem characterizes the equilibrium riskfree rate of the economy.

Theorem 3. The instantaneous riskfree rate rft, is given by rft = rf (pt), where

rf (p) = β + µC − γσ2
C + λ̄1(p)e(1−γ)(j(pλH1 /λ̄1(p))−j(p))Eν

[
eγZ

(
e−Z − 1

)]
. (20)
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Proof. See Appendix B

As in the work of Barro (2006), precautionary savings due to rare disasters lower

the riskfree rate compared to what it would have been in a standard model. When the

agent has a preference for early resolution of uncertainty, and when the agent must

learn about the probability of a rare disaster, the riskfree rate is lower still. The agent

fears disasters still more because of the change in her perception of the world that they

bring about.6

2.4 Pricing equity

We model equity as the claim to a dividend process specified below:

dDt

Dt−
= µDdt+ ϕσCdBCt +

(
e−ϕZt − 1

)
dN1t, (21)

where ϕ is the dividend stream’s leverage with respect to aggregate consumption

growth. If we let St denote the time-t price of such claim, non-arbitrage implies that

St =

∞∫
s=0

Et

[
πt+s
πt

Dt+s

]
ds. (22)

We price the equity claim by solving for the prices of individual future dividend

payments, or dividend strips, first. We recursively solve for the price using an partial

differential equation (PDE) which we show has a unique solution.

Theorem 4. The time-t price of an equity strip maturing at time t + s, scaled by

current dividend Dt, is given by

Et

[
πt+s
πt

Dt+s

Dt

]
= G(pt, s) = exp(g(pt, s)), (23)

6Interestingly, the probability of a disaster enters into the riskfree rate. This does not usually
happen for unitary EIS. The standard result is that, under unitary EIS, the riskfree rate depends
solely on the distribution of consumption. In this case, however, the change in posterior parameters
are perfectly correlated with the change in consumption, which is why the term appears.
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where the continuously differentiable function g(p, s) solves the following PDE:

∂g

∂s
− ∂g

∂p

[
φL→H − p(φL→H + φH→L)− p

(
λH − λ̄(p)

)]
= −β + µD − µC + γ(1− ϕ)σ2

C

+ λ̄1(p)e(1−γ)(j(pλH1 /λ̄1(p))−j(p))Eν

[
eg(pλ

H
1 /λ̄1(p),s)−g(p,s)+(γ−ϕ)Z − e(γ−1)Z

]
︸ ︷︷ ︸

(24.1)

+ λ̄2(p)e(1−γ)(j(pλH2 /λ̄2(p))−j(p))
(
eg(pλ

H
2 /λ̄2(p),s)−g(p,s) − 1

)
︸ ︷︷ ︸

(24.2)

(24)

with boundary condition

g(p, 0) = 0, ∀p ∈ [0, 1]. (25)

Proof. See Appendix C

To better understand the economic intuition of (24), it is helpful to consider the

case when p = p∗ defined by (12). When p = p∗, p stops drifting without the realization

of rare events, and the P.D.E (24) reduces to an O.D.E with respect to s:

∂g

∂s
(p∗, s) = −β + µD − µC + γ(1− ϕ)σ2

C︸ ︷︷ ︸
(26.1)

+λ̄1(p∗)e(1−γ)(j(p∗λH1 /λ̄1(p∗))−j(p∗))Eν

[
eg(p

∗λH1 /λ̄1(p∗),s)−g(p∗,s)+(γ−ϕ)Z − e(γ−1)Z
]

︸ ︷︷ ︸
(26.2)

+λ̄2(p∗)e(1−γ)(j(p∗λH2 /λ̄2(p∗))−j(p∗))
(
eg(p

∗λH2 /λ̄2(p∗),s)−g(p∗,s) − 1
)

︸ ︷︷ ︸
(26.3)

, (26)

with boundary condition g(p∗, 0) = 0.

The function g(p, s) is defined as the log price-dividend ratio of an equity strip.

(26) summarizes the marginal effect of having one additional unit of maturity on the

pricing of equity strip. Specifically, we can reorganize (26) and obtain the following
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equation:

∂g

∂s
(p∗, s)

=− β − µC + γσ2
C − e

(1−γ)(j(p∗λH1 /λ̄1(p∗))−j(p∗))Eν
[
e(γ−1)Z − eγZ

]
− γϕσ2

C + λ̄1(p∗)Eν

[(
e−ϕZeg(p

∗λH1 /λ̄1(p∗),s)

eg(p∗,s)
− 1

)
eγZe(1−γ)j(p∗λH1 /λ̄1(p∗))

e(1−γ)j(p∗)

]

+ λ̄2(p∗)

(
eg(p

∗λH2 /λ̄2(p∗),s)

eg(p∗,s)
− 1

)
e(1−γ)j(p∗λH2 /λ̄2(p∗))

e(1−γ)j(p∗)
+ µD

=− rf (p∗)

− γϕσ2
C + λ̄1(p∗)Eν

[(
e−ϕZeg(p

∗λH1 /λ̄1(p∗),s)

eg(p∗,s)
− 1

)(
eγZe(1−γ)j(p∗λH1 /λ̄1(p∗))

e(1−γ)j(p∗)
− 1

)]

+ λ̄2(p∗)

(
eg(p

∗λH2 /λ̄2(p∗),s)

eg(p∗,s)
− 1

)(
e(1−γ)j(p∗λH2 /λ̄2(p∗))

e(1−γ)j(p∗)
− 1

)

+ µD + λ̄1(p∗)Eν

[
e−ϕZeg(p

∗λH1 /λ̄1(p∗),s)

eg(p∗,s)
− 1

]
+ λ̄2(p∗)

(
eg(p

∗λH2 /λ̄2(p∗),s)

eg(p∗,s)
− 1

)
︸ ︷︷ ︸

(27.1)

.

(27)

(27.1) is the expected growth rate of the price of equity strip, which captures the cash-

flow effect. The remainder of Equation 27 summarizes the effect from discount rate,

which is the sum of riskfree rate, and the risk premium (described in the theorem that

follows).

The following theorem characterizes the risk-premium of the equity strips.

Theorem 5. The time-t instantaneous risk premium of a dividend strip with maturity

s is given by rt(s)− rft = r(pt; s)− rf (pt), where

r(p; s)− rf (p) = γϕσ2
C

− λ̄1(p)Eν

[(
e−ϕZeg(pλ

H
1 /λ̄1(p),s)

eg(p,s)
− 1

)(
eγZe(1−γ)j(pλH1 /λ̄1(p))

e(1−γ)j(p)
− 1

)]

− λ̄2(p)

((
eg(pλ

H
2 /λ̄2(p),s)

eg(p,s)
− 1

)(
eγZe(1−γ)j(pλH2 /λ̄2(p))

e(1−γ)j(p)
− 1

))
. (28)

The following corollary summarizes the pricing of the equity.
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Corollary 1. The time t price of the claim to the stream of dividend specified by (21)

is given by

S(Dt, pt) =

∞∫
s=0

Et

[
πt+s
πt

Dt+s

]
ds

where

S(D, p) = D

∞∫
s=0

G(p, s)ds. (29)

Proof. The results directly follow from Theorem 4 and absence of arbitrage.

Let rt be the instantaneous expected return of the equity asset defined above. The

following theorem characterizes equity asset’s risk premium.

Theorem 6. The instantaneous risk premium for an equity asset as a claim to (21) is

given by rt − rft = r(pt)− rf (pt), where

r(p)− rf (p) = γϕσ2
C︸ ︷︷ ︸

(30.1)

− λ̄1(p)Eν


e

−ϕZ
∞∫
s=0

eg(pλ
H
1 /λ̄1(p),s)ds

∞∫
s=0

eg(p,s)ds

− 1


(
eγZe(1−γ)j(pλH1 /λ̄1(p))

e(1−γ)j(p)
− 1

)
︸ ︷︷ ︸

(30.2)

− λ̄2(p)



∞∫
s=0

eg(pλ
H
2 /λ̄2(p),s)ds

∞∫
s=0

eg(p,s)ds

− 1


(
e(1−γ)j(pλH2 /λ̄2(p))

e(1−γ)j(p)
− 1

)
︸ ︷︷ ︸

(30.3)

. (30)

Equation 30 shows that the instantaneous equity premium can be decomposed

into three parts. The first, (30.1), is the risk premium associated to the normal time

consumption growth risk.

(30.2) and (30.3) are associated to the rare events, N1t and N2t, respectively. N1t is

associated with disaster realization. When a disaster realizes, the dividend of the equity

jumps down; in addition, the price-dividend ratio of the equity asset also decreases

because the agent revises his belief in the high state. The two effects jointly determines
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the return associated to disaster realization, and the covariance between the pricing

kernel and the return conditioning on disaster realization determines the risk premium.

N2t, on the other hand, serves as a signal, affecting the price-dividend ratio only upon

arrival.

This discussion has focused on incomplete information and the amplification of the

risk premium. Incomplete information will have other consequences, namely to skew-

ness. When information is incomplete, the occurrence of a disaster leads the agent

to learn that disasters are more likely. This will raise the risk premium, decrease the

interest rate, and also decrease expected cash flows. When φ > 1, the net effect is neg-

ative (this does not require a preference for early resolution of uncertainty). The model

thus embodies the partial equilibrium intuition of Campbell and Hentschel (1992), who

show that negative skewness can arise when an increase in volatility leads to an increase

in risk premia, which then lead prices to decline more than they would otherwise. The

model also incorporates intuition of Hong and Stein (2003) that skewness captures a

quicker release of negative information than positive information, though the mecha-

nism is quite different than in that model (which assumes risk neutrality and short-sale

constraints). The agent learns a lot, all at once, from the occurrence of a disasters or

negative signal. In contrast, the agent learns gradually from the absence of events.

3 Calibration and Quantitative Results

In this section we focus on the quantitative performance of the model. We simulate

2,000 samples from the model, and calculate return moments in each samples. Tables

and figures report means and the distribution across simulation samples. The simula-

tion is performed at an intra-day frequency (to capture the dynamics of high-intensity

Poisson processes), and returns are aggregated to an annual frequency. In what fol-

lows, we report moments on level (not log) annual returns and the differences (not log

differences) between the return and the riskfree rate.

3.1 Calibration

We choose preference parameters and normal-times consumption parameters similar

to the ones in Wachter (2013). However, the risk-aversion parameter is further lowered
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to 2. Similar to Wachter and Zhu (2017), we choose φL→H and φH→L such that the

bad state is a rare event. The unconditional probability of the bad state is 8.26%. We

then choose λH1 and λL1 such that the unconditional jump intensity of the disasters is

3.55% per annum. The disaster distribution is multinomial, as measured in the data

by Barro and Ursúa (2008).

The market portfolio has a disaster sensitivity ϕ = 3. The jump intensity parame-

ters of N2t will govern the premium associated to the learning mechanism. We choose

to pick different combinations of the pair to further explore the effect of learning on

equity premium. Specifically, we choose [λH2 , λ
L
2 ] such that λH2 + λL2 and λH2 /λ

L
2 are

controlled. In addition, we also calibrate the models with 1) perfect information and

2) when λH2 /λ
L
2 = 1. When λH2 = λL2 , the signal provides no information about the

state at all.

The parameters except for [λH2 , λ
L
2 ] in our calibration are reported in Table 1.

3.2 Learning versus full information

We first consider the case where there is no signal (λH2 = λL2 ), and compare the case

in which the agent learns from disasters relative to the full information case, which

we solve in Appendix D. Table 2 reports moments from the full information case and

the learning case. First note that the learning increases the equity premium. While

the effect is modest (1 percentage point) it is noticeable. Relative eto full information,

learning decreases the volatility of excess returns. Under full information, the volatility

is 20%; it is 13% under learning. Interestingly, while measured risk is greater in the

economy with full information, true risk is greater in the economy with learning, in

that investors require a higher premium to hold equity.

Another qualitative difference between the learning and full-information bench-

marks is return skewness. Return skewness equals -0.83 in annual data. This moment

of returns is of interest because leading asset pricing models predict positive return

skewness. For example, the model of Campbell and Cochrane (1999) implies positive

skewness (Wachter, 2005), as does the model of Bansal and Yaron (2004) (Lorenz and

Schumacher, 2018). Because these models imply a conditional lognormal distribution

for returns, this is not necessarily surprising. More surprising is the fact that rare

events models, which would seem to be a natural candidate for explaining negative
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skewness do not do so, as Panel I clearly shows. On the other hand, allowing for learn-

ing does imply negative skewness. The effect is about the same size as in the data. We

explain the source of this result below.

Finally, and consistent with the results concerning the equity premium, the riskfree

rate is lower under the model for learning. This is because of enhanced precautionary

savings: the agent understands that disasters are worse, in the sense that they raise

marginal utility for reasons other than the direct consumption response. The agent

wishes to save more, pushing down the equilibrium interest rate in this consumption

economy.

Figure 1 shows the evolution of valuation ratios, prices, risk premia, and riskfree

rates following a disaster, and contrasts this with the full information case. The ex-

periment in this figure is to consider a path in which the economy begins in a high-risk

state, a disaster happens at the end of the first year, and then the economy reverts to

the low-risk state in year 4. We set the agents beliefs at the unconditional probabil-

ity of the high-risk state. The top-left corner shows the price-dividend ratio. In the

full-information case, the dynamics are quite simple; the price-dividend ratio starts out

depressed, and then switches immediately to its higher value when the state switches to

low-risk. There is no effect of an economic disaster on the price-dividend ratio because

the economic disaster contains no information about future dividend growth.

In the learning case, the price-dividend ratio begins below its level under full in-

formation. In the year preceding the disaster, it increases very slightly. Unlike in

full-information case, the price-dividend ratio falls by nearly 50% in the event of a

disaster. Following the disaster, it rises slowly, only reaching its pre-disaster level five

years later. The initial (small) increase in the price-dividend ratio is due to learn-

ing: recall that the steady-state probability p∗ lies below the unconditional probability.

Thus, the agent does learn from the absence of disasters. However, this level of the

price-dividend ratio lies below the full-information value, even for the high-risk state.

Most importantly for our purposes, the price-dividend ratio falls when a disaster occurs

because of an increase in risk and a decrease in expected cash flows (which together

exceed the precautionary savings effect on the riskfree rate). As the agent observes

months without disasters, the price-dividend ratio steadily rises.

The bottom left panel shows the conditional equity premium. The equity premium

is higher in the full-information case when the agent knows that the economy is in the
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high-risk state. Interestingly, when the agent must learn the state, the equity premium,

which starts out lower, briefly rises above the high-risk counterpart. This highlights

the nonlinear effect of learning. Disasters cause a greater decline in the price under

learning because they convey more information (top right panel). This is reflected in

an equity premium that, in the worst state, exceeds that of full information. Finally,

the bottom right panel shows the riskfree rate. The qualitative panel matches that of

the equity premium; however, the riskfree rate in the learning case never falls below

the value when there is full information about the high-risk state.7

To summarize: the equity premium is higher in the case with learning because the

price impact of disasters on equities is greater (a disaster affects both valuations and

cash flows), and also because of the greater impact on marginal utilities. The volatility,

however, is lower, because, during times without disasters, there is very little release

of information.

Figure 2 shows realized returns for the time path in Figure 1. The initial discon-

tinuity in year 1 reflects the realization of disaster, which is substantially worse in

case with learning. Qualitatively, though, learning and full-information both predict

the same results for realized returns if a disaster occurs: namely, they are very nega-

tive. Something very different, however, happens right after a disaster. In the model

with full information, returns simply revert to their previous level, reflecting the equity

premium in the high-risk state (this figure abstracts from Brownian noise that would

appear in real-world return observations). In the case with learning, the realized re-

turn is much higher, reflecting not just the risk premium of Figure 1, but also the fact

that agents forecasted a second disaster, but that one did not occur. Hu et al. (2019)

shows that this effect of extremely high returns occurring after extremely large market

declines is a robust feature of the data; note that the model with learning can account

for this effect, whereas the full information model cannot.

We now return to the question of negative skewness, and why it appears in the

7This subtle difference between the behavior of the riskfree rate and the behavior of the equity
premium between learning and full information arises from the difference in the learning effects in
(20) and (30). On the one hand, in our calibration, a disaster does not lead the agent to fully update
in favor of the high-probability state because there is some chance, however small, that a disaster
could occur in a low-probability state. Thus λ1(p) < λH , even after a disaster has occurred. On the
other hand, the effect of future learning enters marginal utility. For the riskfree rate, the latter effect
is smaller than the former, leading the value to be very slightly less depressed in the learning case. In
the case of the equity premium, the effect of learning (which enters both expected future cash flows
as well as marginal utility) is larger than the difference in probabilities.
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model with learning and not otherwise. Figure 2 shows that, while large negative

returns characterize both the full-information model and the learning time series, the

full-information time series also has very large positive returns. These large positive

returns occur when the full information state is completely revealed to investors. The

learning model has no counterpart to these very large upside surprises, nor does there

appear to be a counterpart in the data. Rather, as in the actual time series, agents

gradually learn from the absence of bad events.

The analysis in the section reveals important differences between the case of learning

and the full-information case. The full-information case features high volatility, a lower

equity premium, and positive skewness. The learning case has substantially lower

volatility, combined with a higher equity premium, and negative skewness. Comparing

these cases suggests a potential explanation for the lack of a observed relation between

volatility and risk (Moreira and Muir, 2017). The question still remains, however,

whether a model with learning can come close to explaining the level of volatility

observed in the data.

3.3 Signals and volatility

Realistically, investors can learn from sources other than the observation (or lack

thereof) of rare events. The model in the previous section, which allows for signals, is

a particularly tractable way to model such learning. A signal is an event that reveals

something about the state, without affecting cash flows directly. We conduct a two-way

experiment in the model. We control the ratio of the signal intensity, λL2 /λ
H
2 , and the

frequency of the type-2 signals. The signal intensity ratio determines how informative

the signals are (a lower ratio means that the signals are more informative). Thus, as

the signals become more frequent, and increase in informativeness, the economy con-

verges toward the case of full information. To maximally capture the effect of signals,

we consider relatively high intensities.

Figure 3 shows the results for the aggregate market. The panels in this figure show

the average moments, medians, interquartile ranges, and 95% confidence intervals.

We also report the data estimate. We see that, as the signal intensity increases, the

average return falls, the volatility rises, and the skewness goes from negative to positive.

Increasing the signal intensity ratio (which reduces the informativeness of the signals)

leads to higher equity premia, lower volatility, and more negative skewness. These
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figures show a tradeoff between explaining skewness and explaining volatility (lack of

information helps explain skewness, but leads to lower volatility). Nonetheless, for

many parameter configurations, the data fall within the interquartile range implied by

the simulations.

Figure 4 performs a comparable exercise for the riskfree rate. As the figure shows,

the less informative the economy (either because of a relatively low signal intensity,

or a high intensity ratio), the lower the riskfree rate due to precautionary savings.

Moreover, the less informative the economy, the lower the volatility of the interest

rate.

4 Conclusion

In this paper, we assume that agents must learn about the probability of rare events,

and focus on the effects of this learning for asset prices. Learning makes disasters more

severe; once a disaster has occurred, agents rationally update their probability that a

disaster might occur again. Agents’ beliefs return to their baseline levels after about 5

years of data featuring no disasters; nonetheless, prices, valuation ratios, and interest

rates remain depressed relative to the full-information benchmark. Agents rationally

anticipate the effect of learning, leading to an equity premium that is higher than it

would be in the full-information case. On the other hand, volatility is lower, because

agents’ beliefs about the probability change to a lesser degree.

Rare disasters imply an asymmetry in how agents learn about bad versus good

news. Bad news is learned quickly, from the realization of a disaster, or of a signal.

Agents, in contrast, must learn good news slowly, from the absence of rare events.

Thus negative events in the economy are sharply negative, whereas positive ones are

muted. Learning generates negative skewness, a fact present in the data that is difficult

to explain in a full-information setting.

19

 Electronic copy available at: https://ssrn.com/abstract=3407397 



A Bayesian learning in a multiple regime switch

model with multiple jumps

In this section, we show the proof for Theorem 1. We focus on a general case where

there are finite number of states, and allow for finite numbers of Poisson and Itô

processes as signals. Our result generalizes a related theorem for Brownian signals in

Wonham (1965).

A.1 The setting

There are two types of processes: counting (Poisson) processes and Itô processes.

Conditional moments of the processes depend a latent state. The agent learns about

the state through the realization of the processes.

There are I <∞ counting processes

N1,t, N2,t, . . . , NI,t,

with time-varying jump intensities

λ1,t, λ2,t, . . . , λI,t,

respectively. In addition, there is a J × 1 vector Itô process Xt evolving according to

dXt = µtdt+ σdBt,

where µt is J × 1, σ is J × J , and Bt is a standard J-dimensional Brownian motion,

independent of Nt. J < ∞. Let Σ = σσ>. Furthermore, assume that µt itself is

time-varying.

In what follows, let Nt and Xt denote vectors of the counting and Itô processes:

Nt ≡


N1,t

N2,t

...

NI,t

 , Xt ≡


X1,t

X2,t

...

XJ,t

 .
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The regime switch model. Let λt and µt denote the vectors of the conditional

jump intensity and drift of the counting and Itô processes, respectively:

λt =


λ1,t

λ2,t

...

λI,t

 , µt =


µ1,t

µ2,t

...

µJ,t

 .

In addition, let St = [λ>t , µ
>
t ]> be the vector of the instantaneous jump intensity and

drift processes. St follows a Markov regime switch model and switches among K <∞
different regimes, S1, S2, . . . , SK .

Define the probability of a regime switch as follows

Pr(St+dt = Sn|St = Sm) = φm→ndt, m 6= n. (A.1)

A.2 Imperfect information and learning

The state St is not observable. We assume Bayesian agents who form a posterior

probability of St by observing data on Xt and on Nt. In what follows, we describe the

evolution of the agent’s belief.

Define Ft to be the σ−algebra generated by {{Xs}s∈[0,t], {Ns}s∈[0,t]}. Define the

posterior probability of state k:

pkt ≡ Pr(St = Sk|Ft)

and the vector of posterior probabilities:

pt =


p1
t

p2
t
...

pKt

 .

The following theorem characterizes the evolution of pkt as a function of Xt and Nt:

Theorem A.1. With the hidden regime dynamics and signals given by (A.1), pkt , or

21

 Electronic copy available at: https://ssrn.com/abstract=3407397 



the posterior probability a Bayesian agent assigns on state k, evolves according to

dpkt = −pkt−

(∑
m 6=k

φk→m

)
dt+

(∑
m6=k

pmt−φm→k

)
dt

+ pkt−
(
µk − µ̄(pt−)

)
Σ−1 (dXt − µ̄(pt−))

+ pkt−

I∑
i=1

(
λki

λ̄i(pt−)
− 1

)(
dNi,t − λ̄i(pt−)dt

)
, (A.2)

where

µ̄(p) =
K∑
m=1

pmµm, λ̄(p) =
K∑
m=1

pmλm

and

λ̄i(p) =
K∑
m=1

pmλmi , λ̄i(p) =
K∑
m=1

pmλmi , i = 1, 2, . . . , I,

are the posterior drifts and jump intensities.

Proving Theorem A.1 requires characterization of the evolution of the likelihood

functions. The definition of conditional probability implies

pkt = Pr(St = Sk|Ft)

= Pr
(
St = Sk|F0, {Xu, Nu}0≤u≤t

)
=

Pr
(
{Xu, Nu}0≤u≤t , St = Sk|F0

)
Pr
(
{Xu, Nu}0≤u≤t |F0

)
=

Pr
(
{Xu, Nu}0≤u≤t , St = Sk|F0

)
K∑
m=1

Pr
(
{Xu, Nu}0≤u≤t , St = Sm|F0

) . (A.3)

It suffices to show the evolution of conditional probability Pr
(
{Xu, Nu}0≤u≤t , St = Sk|F0

)
,

or the likelihood. Then we can apply Itô ’s Lemma to find the stochastic differential

equation that characterizes the evolution of pkt .

However, since the path of states is latent, we do not have a closed-form solution

to the likelihood. We resolve this issue by conditioning on a specific path of states,

characterizing the evolution of likelihood, and then taking average across all sample

paths.
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In what follows, we characterize the evolution of the likelihood function. We begin

the proof by defining a series of functions.

Define

pi,j(t) ≡ Pr(St = Sj|S0 = Si). (A.4)

as the probability that St = Sj, conditioning on that S0 = Si. Markov property of the

regime switch process implies that

pi,j(t) = Pr(Ss+t = Sj|Ss = Si), ∀i, j, s, t. (A.5)

Define function Φ(t1, t2, Xt, St) as

Φ(t1, t2, {Xu}, {Nu}, {Su}) = exp

(∫ t2

t1

µ>uΣ−1dXu −
∫ t2

t1

(
1

2
µ>uΣ−1µu + ι>λu

)
du

)
×

I∏
i=1

∏
0<τi(N,m)≤t

λi,τi(N,m)− , (A.6)

where τi(n,m) ≡ min {t : Ni,t ≥ m} is the arrival time of the mth jump of Ni,t on

the sample path n = ni,t. Φ(t1, t2, Xt, Nt, St) is proportional to the likelihood of

{Xu, Nu}t1≤u≤t2 , conditioning on a specific path for state, {Su}t1≤u≤t2 .

Define a second process [µ̃t, λ̃t], identically distributed to [µt, λt], but independent

of St and Yt. In addition, define hk(t) as

hk(t) ≡
K∑
l=1

pl(0)pl,k(t)E
[
Φ(0, t, {Xu}, {Nu}, {S̃u})|S̃t = Sk, S̃0 = Sl, {Xu, Nu}0≤u≤t

]
.

(A.7)

The following provides a characterization of the likelihood function (A.6) for a small

period of time.

Lemma A.1. Let δ > 0. Then the following equation holds when limδ→0 St−δ = St =

Sk and limδ→0Nt−δ = Nt:

Φ(t− δ, t, {Xu}, {Nu}, {Su}) = 1 + µk
>

Σ−1(Xt −Xt−δ)− ι>λkδ + o(δ). (A.8)
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Proof. Note that ∫ t2

t1

µ>uΣ−1dXu −
∫ t2

t1

(
1

2
µ>uΣ−1µu + ι>λu

)
du (A.9)

is a Itô process. When limδ→0 St−δ = St, the quadratic variation of (A.9) is given by

µk
>

Σ−1µk.

When lim
δ→0

Nt−δ = Nt, there is no jump realization at time t. Then we can apply Itô ’s

Lemma and obtain (A.8).

It will turn out later that (A.8) will be driving the evolution of hk(t).

The following lemma connects hk(t) defined by Equation A.7 to the likelihood

function.

Lemma A.2. The likelihood function of a sample path {Xu, Nu}0≤u≤t, with St = Sk,

satisfies

Pr
(
{Xu, Nu}0≤u≤t , St = Sk|F0

)
∝ hk(t). (A.10)

Proof. The the probability density of a sample path, {xu, nu}0≤u≤t, conditioning on

St = sk, S0 = Sl, is given by

Pr
(
{xu, nu}0≤u≤t |St = Sk, S0 = Sl

)
=E

[
Pr
(
{xu, nu}0≤u≤t

∣∣∣{Su}0≤u≤t

) ∣∣∣St = Sk, S0 = Sl
]

∝E
[
Φ(0, t, {xu}, {nu}, {Su})

∣∣∣St = Sk, S0 = Sl
]
.

Note that E
[
Pr
(
{xu, nu}0≤u≤t

∣∣∣{Su}0≤u≤t

) ∣∣∣St = Sk, S0 = Sl
]

is the density of the re-

alized path {xu, nu}0≤u≤t, conditional on the state at time 0 and the state at time t

(but not the intermediate states). The expectation operator integrates out over sample

paths of {Su−}0<u≤t.

As a result, the probability density of the actual realization of {Xu, Nu}0≤u≤t is

24

 Electronic copy available at: https://ssrn.com/abstract=3407397 



given by

Pr
(
{xu, nu}0≤u≤t |St = Sk, S0 = Sl

) ∣∣∣
{xu,nu}0≤u≤t={Xu,Nu}0≤u≤t

∝E
[
Φ(0, t, {xu}, {nu}, {Su})

∣∣∣St = Sk, S0 = Sl
] ∣∣∣
{xu,nu}0≤u≤t={Xu,Nu}0≤u≤t

(A.11)

Note that, {Su}0≤u≤t and {Xu, Nu}0≤u≤t are correlated, as a result (A.11) can not

be re-written a conditional expectation, conditioning on {Xu, Nu}0≤u≤t. Instead, we

consider [µ̃t, λ̃t] process defined before. The assumptions on [µ̃t, λ̃t] imply the following

equation:

E
[
Φ(0, t, {xu}, {nu}, {Su})

∣∣∣St = Sk, S0 = Sl
] ∣∣∣
{xu,nu}0≤u≤t={Xu,Nu}0≤u≤t

=E
[
Φ(0, t, {Xu}, {Nu}, {S̃u})

∣∣∣S̃t = S̃k, S̃0 = Sl, {Xu, Nu}0≤u≤t

]
=hk(t). (A.12)

Then Equation A.10 follows.

The following lemma shows that the posterior probability is a function of hm(t),

m = 1, 2, . . . , K.

Lemma A.3. The posterior probability of state k, pkt , satisfies

pkt =
hk(t)

K∑
m=1

hm(t)

. (A.13)

Proof. The result follows immediately from Lemma A.2.

The following lemma provides the stochastic differential equation that characterizes

the evolution of hk(t).

Lemma A.4. The conditional probability hk(t), as defined by (A.7), follows the fol-
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lowing stochastic differential equation:

dhk(t) = hk(t−)

(
−

(∑
m6=k

φk→m

)
dt+

(
µk
>

Σ−1dXt − ι>λkdt
))

+
∑
m 6=k

hm(t−)φm→kdt+ hk(t−)
I∑
i=1

(λki − 1)dNi,t. (A.14)

Proof. Note that,

hk(t)

=
K∑
l=1

pl(0)pl,k(t)E
[
Φ(0, t, {Xu}, {Nu}, {S̃u})|S̃t = Sk, S̃0 = Sl, {Xu, Nu}0≤u≤t

]
∝

K∑
l=1

pl(0)
( K∑
k=1

pl,m(t− δ)pm,k(δ)

× E
[
Φ(0, t− δ, {Xu}, {Nu}, {S̃u})|S̃t = Sk, S̃t−δ = Sm, S̃0 = Sl, {Xu, Nu}0≤u≤t

]
× E

[
Φ(t− δ, t, {Xu}, {Nu}, {S̃u})|S̃t = Sk, S̃t−δ = Sm, S̃0 = Sl, {Xu, Nu}0≤u≤t

] )
=

K∑
l=1

pl(0)
( K∑
m=1

pl,m(t− δ)pm,k(δ)

× E
[
Φ(0, t− δ, {Xu}, {Nu}, {S̃u})|S̃t−δ = Sm, S̃0 = Sl, {Xu, Nu}0≤u≤t−δ

]
× E

[
Φ(t− δ, t, {Xu}, {Nu}, {S̃u})|S̃t = Sk, S̃t−δ = Sm, {Xu, Nu}t−δ≤u≤t

] )
=

K∑
m=1

( K∑
l=1

pl(0)pl,m(t− δ)

× E
[
Φ(0, t− δ, {Xu}, {Nu}, {S̃u})|S̃t−δ = Sm, S̃0 = Sl, {Xu, Nu}0≤u≤t−δ

]
×

× pm,k(δ)E
[
Φ(t− δ, t, {Xu}, {Nu}, {S̃u})|S̃t = Sk, S̃t−δ = Sm, {Xu, Nu}t−δ≤u≤t

] )
=

K∑
m=1

(
hm(t− δ)pm,k(δ)E

[
Φ(t− δ, t, {Xu}, {Nu}, {S̃u})|S̃t = Sk, S̃t−δ = Sm, {Xu, Nu}t−δ≤u≤t

])
.

(A.15)
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In addition, we know that, for a small and positive δ, the following equations hold.

pm,k = φm→kδ + o(δ), m 6= k (A.16)

pk,k = 1−

(∑
m 6=k

φm→k

)
δ + o(δ). (A.17)

In addition, when m 6= k and lim
δ→0

Nt−δ = Nt, the following equation holds:

E
[
Φ(t− δ, t, {Xu}, {Nu}, {S̃u})|S̃t = Sk, S̃t−δ = Sm, {Xu, Nu}t−δ≤u≤t

]
= 1 +O(h).

(A.18)

Combining results from Lemma A.1 and Equations A.16, A.17 and A.18 implies the

stochastic differential equation (A.14).

Lemma A.5. Let

h̄(t) ≡
K∑
l=1

hk(t). (A.19)

Then h̄t is characterized by the following stochastic differential equation with jump:

dh̄(t) = h̄(t−)

(
−ι>λ̄(pt−)dt+ µ̄(pt−)>Σ−1dXt +

I∑
i=1

(λ̄i(pt−)− 1)dNi,t

)
(A.20)

Proof. By definition of h̄(t), we have

dh̄(t) =d

(
K∑
k=1

hk(t)

)

=
K∑
k=1

(
−hk(t−)

∑
l 6=k

φk→s +
∑
l 6=k

hl(t−)φl→k

)
dt− h̄(t−)ι>

(
K∑
k=1

hk(t−)

h̄(t−)
λk

)
dt

+ h̄(t−)

(
K∑
k=1

hk(t−)

h̄(t−)
µk

)>
Σ−1dXt + h̄(t−)

I∑
i=1

(
K∑
k=1

hk(t−)

h̄(t−)
λki − 1

)
dNi,t

=h̄(t−)

(
−ι>λ̄(pt−)dt+ µ̄(pt−)>Σ−1dXt +

I∑
i=1

(λ̄i(pt−)− 1)dNi,t

)
.
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Proof of Theorem A.1. From Lemma A.3 we know

pkt =
hk(t)

h̄(t)
. (A.21)

Applying Itô ’s Lemma, together with the results of Lemma A.4 and A.5 yields Equa-

tion A.2.

Proof of Theorem 1. Let K = 2, I = 2, J = 0 for the general case in Theorem A.1.

In addition, let state 2 represent the high-risk state. Then

p1
t = 1− p2

t . (A.22)

Substituting (A.22) into (A.2) yields (7).
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B Solving the State Price Density

B.1 Representative agent’s continuation value

Proof of Proposition 1. Conjecture that the representative agent’s continuation value

is given by

J(C, p) =
1

1− γ
C1−γe(1−γ)j(p), (B.1)

where j(p) is a continuously differentiable function of p.

Equation B.1 implies that

J
(
Ce−Z , pλH1 /λ̄1(p

)
− J(C, p)

J(C, p)
= e(1−γ)(−Z+j(pλH1 /λ̄1(p))−j(p)) − 1 (B.2)

J
(
C, pλH2 /λ̄2(p

)
− J(C, p)

J(C, p)
= e(1−γ)(j(pλH2 /λ̄2(p))−j(p)) − 1. (B.3)

Optimality of the continuation value function implies the following Hamilton-Jacobian-

Bellman Eqation:

f(C, J) +
∂J

∂C
CµC +

1

2

∂2J

∂C2
C2σ2

+
∂J

∂p

[
−p(λH − λ̄(p)) + [φL→H − p(φH→L + φL→H)]

]
+ λ̄1(p)Eν

[
J
(
Ce−Z , pλH1 /λ̄1(p

)
− J(C, p)

]
+ λ̄2(p)Eν

[
J
(
C, pλH2 /λ̄2(p

)
− J(C, p)

]
,∀p ∈ [0, 1]. (B.4)

Dividing both sides of (B.4) by J(C, p) and then substituting (B.2) and (B.3) into

the equation yields

− β(1− γ)j(p) + (1− γ)µC −
1

2
γ(1− γ)σ2

C

+ (1− γ)j′(p)
[
φL→H − p(φL→H + φH→L)− p

(
λH − λ̄(pt)

)]
+ λ̄1(p)

(
Eν
[
e(γ−1)Z

]
e(1−γ)(j(pλH1 /λ̄1(p))−j(p)) − 1

)
+ λ̄2(p)

(
e(1−γ)(j(pλH2 /λ̄2(p))−j(p)) − 1

)
= 0. (B.5)
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When −pι>(λH − λ̄(p)) + [φL→H − p(φH→L + φL→H)] 6= 0, combining (B.4), (B.2)

and (B.3) leads to Equation 10.

When −pι>(λH − λ̄(p)) + [φL→H − p(φH→L + φL→H)] = 0, the equation can be

rewritten as the following quadratic function,

ι>(λH − λL)p2 − (ι>(λH − λL) + φH→L + φL→H)p+ φL→H = 0, (B.6)

which has the following roots,

p =
(ι>(λH − λL) + φH→L + φL→H)±

√
(ι>(λH − λL) + φH→L + φL→H)2 − 4ι>(λH − λL)φL→H

2ι>(λH − λL)
.

(B.7)

We have

(
ι>(λH − λL) + φH→L + φL→H

)2 − 4ι>(λH − λL)φL→H

=
(
ι>(λH − λL)− φL→H

)2
+ 2

(
ι>(λH − λL) + φL→H

)
φH→L + φ2

H→L > 0,

As a results both of the root must be real.

In addition, define

fp(p) = ι>(λH − λL)p2 − (ι>(λH − λL) + φH→L + φL→H)p+ φL→H , (B.8)

Then fp(0) = φL→H > 0, fp(1) = −φH→L < 0, and this implies that there must be at

least one root between 0 and 1.

Finally, in fact we have

(
ι>(λH − λL) + φH→L + φL→H

)2 − 4ι>(λH − λL)φL→H

=
(
ι>(λH − λL)− φL→H

)2
+ 2

(
ι>(λH − λL) + φL→H

)
φH→L + φ2

H→L

>
(
ι>(λH − λL)− φL→H

)2
,
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and as a result

(ι>(λH − λL) + φH→L + φL→H) +

√
(ι>(λH − λL) + φH→L + φL→H)2 − 4ι>(λH − λL)φL→H

>(ι>(λH − λL) + φH→L + φL→H) + (ι>(λH − λL)− φL→H)

=2ι>(λH − λL) + φH→L

>2ι>(λH − λL).

This suggest that

(ι>(λH − λL) + φH→L + φL→H) +
√

(ι>(λH − λL) + φH→L + φL→H)2 − 4ι>(λH − λL)φL→H

2ι>(λH − λL)
> 1.

(B.9)

Combining all results above, and we can conclude that p∗ given by (12) is the unique

solution in [0, 1] to Equation (B.6). Equation B.4 then reduces to Equation 11, uniquely

pinning down the solution to (10).

B.2 State price density

Proof of Theorem 2. Duffie and Skiadas (1994) show that

πt = exp

{∫ t

0

∂

∂V
f(Cs, Vs)ds

}
∂

∂C
f(Ct, Vt). (B.10)

The functional form of f implies

∂

∂C
f(Ct, Vt) = β(1− γ)

Vt
Ct

= βC−γt e(1−γ)j(p).

(B.11)

Combining (B.10) and (B.11), we get

πt = β exp

{∫ t

0

∂

∂V
f(Cs, Vs)ds

}
C−γt e(1−γ)j(p). (B.12)
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(B.12) and Itô ’s Lemma leads to

dπt
πt−

= µπt−dt+ σπt−dBC,t

+
(
eγZte(1−γ)(j(pt−λH1 /λ̄1(pt− ))−j(pt− )) − 1

)
dN1t+

(
e(1−γ)(j(pt−λH2 /λ̄2(pt− ))−j(pt− )) − 1

)
dN2t,

(B.13)

where

µπt− = −β[1 + (1− γ)j(pt−)]− γµC
+ (1− γ)j′(pt−)

[
φL→H − pt−(φH→L + φL→H)− pt−

(
λH − λ̄(pt−)

)]
+

1

2
γ(γ + 1)σ2

C , (B.14)

and σπt given by (19).

Substituting (B.5) into (B.14) yields

µπt− = −(β + µC − γσ2
C)

− λ̄1(pt−)
(
Eν
[
e(γ−1)Zt

]
e(1−γ)(j(pt−λH1 /λ̄1(pt− ))−j(pt− )) − 1

)
− λ̄2(pt−)

(
e(1−γ)(j(pt−λH2 /λ̄2(pt− ))−j(pt− )) − 1

)
, (B.15)

which verifies the functional form of µπ(p) given by (18).

Proof of Theorem 3. Non-arbitrage implies that

Et−

[
dπt
πt−

]
= −rft−dt, (B.16)

where rft− is the riskfree rate. Substituting (B.13) and (18) into (B.16) yields

rft− = β+µC−γσ2
C + λ̄1(pt−)e(1−γ)(j(pt−λH1 /λ̄1(pt− ))−j(pt− ))Eν

[
eγZt

(
e−Zt − 1

)]
, (B.17)

which and a function of pt−verifies the functional form of rf (p) in (20).
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C Pricing Equity

C.1 Pricing equity strips

We first characterize a necessary condition under which the price process of an equity

strip with dividend process given by (21) is arbitrage-free.

Lemma C.1. Let

F (Dt, pt, s) = DtEt

[
πt+s
πt

Dt+s

Dt

]
. (C.1)

Then Ft = F (Dt, pt, s) is the time-t price of an equity strip with maturity s, and

G(pt, s) ≡ Et

[
πt+s
πt

Dt+s

Dt

]
(C.2)

is the price-dividend ratio at time t. Moreover, Ht satisfies

dFt
Ft−

= µFt−dt+ σFt−dBCt

+

(
e−ϕZtG(pt−λ

H
1 /λ̄1(pt−), s)

G(pt− , s)
− 1

)
dN1t

+

(
G(pt−λ

H
2 /λ̄2(pt−), s)

G(pt− , s)
− 1

)
dN2t, (C.3)

with scalar processes µFt− = µF (p−t , s) and σFt− = σF (p−t , s) satisfying

µF (p, s) + µπ(p, s) + σF (p, s)σπ(p, s)

+ λ̄1(p)Eν

[
G(pλH1 /λ̄1(p), s)e(γ−ϕ)Ze(1−γ)j(pλH1 /λ̄1(p))

G(p, s)e(1−γ)j(p)
− 1

]

+ λ̄2(p)

(
G(pλH2 /λ̄2(p), s)e(1−γ)j(pλH2 /λ̄2(p))

G(p, s)e(1−γ)j(p)
− 1

)
= 0,∀t. (C.4)

Proof. Absence of arbitrage implies

F (Dt, pt, s) = Et

[
πt+sDt+s

πt

]
= DtEt

[
πt+sDt+s

πtDt

]
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is the time-t price of the equity strip with maturity s, or (C.1). The Markovian property

of the state variable implies (C.2). Itô ’s Lemma leads to (C.3) and verifies that µFt−

and σFt− are functions of pt− and s.

In addition, absence of arbitrage implies that the process πtF (Dt, λ1t, s) must be a

martingale. Consider a sufficiently small but positive ∆t. It follows Itô ’s Lemma that

πt+∆tFt+∆t = πtFt +

∫ t+∆t

t

πuFu (µF (pu) + µπ(pu) + σF (pu)σπ(pu)) du

+

∫ t+∆t

t

πuFu (σF (pu) + σπ(pu)) dBCu

+
∑

t<u1k≤t+∆t

(πu1kFu1k − πu−1kFu−1k) +
∑

t<u2k≤t+∆t

(πu2kFu2k − πu−2kFu−2k). (C.5)

Here uik = min{t : Nit ≥ k}, i = 1, 2 is the arrival time of the ith type-j Poisson jump.

With (B.13) and (C.1), we know

πu1kFu1k
πu−1k

Fu−1k
− 1 =

G(pu−1k
λH1 /λ̄1(pu−1k

), s)e(γ−ϕ)Zu1ke
(1−γ)j(p

u−
1k
λH1 /λ̄1(p

u−
1k

))

G(pu−1k
, s)e

(1−γ)j(p
u−
1k

)
− 1 (C.6)

πu2kFu2k
πu−2k

Fu−2k
− 1 =

G(pu−2k
λH2 /λ̄2(pu−2k

), s)e
(1−γ)j(p

u−
2k
λH2 /λ̄2(p

u−
2k

))

G(pu−2k
, s)e

(1−γ)j(p
u−
2k

)
− 1. (C.7)
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Reordering and we have

πt+∆tFt+∆t = πtFt +

∫ t+∆t

t+
πuFu

(
µF (pu, s) + µπ(pu) + σF (pu, s)σπ(pu)

+ λ̄1(pu)Eν

[
G(puλ

H
1 /λ̄1(pu), s)e(γ−ϕ)Zue(1−γ)j(puλ

H
1 /λ̄1(pu))

G(pu, s)e(1−γ)j(pu)
− 1

]

+ λ̄2(pu)

(
G(puλ

H
2 /λ̄2(pu), s)e(1−γ)j(puλ

H
2 /λ̄2(pu))

G(pu, s)e(1−γ)j(pu)
− 1

))
du

+

∫ t+∆t

t+
πuFu(σF (pu, s) + σπ(pu))dBCu︸ ︷︷ ︸

(C.8.1)

+
∑

t<u1k≤t+∆t

(
πu1k

Fu1k
− πu−

1k
Fu−

1k

)
−
∫ t+∆t

t+
λ̄1(pu)Eν

[
G(puλ

H
1 /λ̄1(pu), s)e(γ−ϕ)Zue(1−γ)j(puλ

H
1 /λ̄1(pu))

G(pu, s)e(1−γ)j(pu)
− 1

]
︸ ︷︷ ︸

(C.8.2)

+
∑

t<u2k≤t+∆t

(
πu2k

Fu2k
− πu−

2k
Fu−

2k

)
−
∫ t+∆t

t+
λ̄2(pu)

(
G(puλ

H
2 /λ̄2(pu), s)e(1−γ)j(puλ

H
2 /λ̄2(pu))

G(pu, s)e(1−γ)j(pu)
− 1

)
du︸ ︷︷ ︸

(C.8.3)

.

(C.8)

As (C.8.1), (C.8.2) and (C.8.3) all equal zero in expectation, the first integral must

equal zero in expectation as well, which implies (C.4).

Proof of Theorem 4. Conjecture that G(p, s) = eg(p,s), where g(p, s) is a continu-

ously differentiable function with respect to p and s. As F (D, p, 0) = D, g(p, 0) = 0,

∀p ∈ [0, 1].

Itô ’s Lemma implies that

µF (p, s) = µD +
∂g

∂p

[
φL→H − p(φH→L + φL→H)− pι>

(
λH − λ̄(p)

)]
− ∂g

∂s
(C.9)

σF (p, s) = ϕσC . (C.10)

The conjecture and (B.12) yield that

G(pλH1 /λ̄1(p), s)e(γ−ϕ)Ze(1−γ)j(pλH1 /λ̄1(p))

G(p, s)e(1−γ)j(p)

= e(γ−ϕ)Z × e(1−γ)(j(pλH1 /λ̄1(p))−j(p))+g(pλH1 /λ̄1(p),s)−g(p,s) (C.11)
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G(pλH2 /λ̄2(p), s)e(1−γ)j(pλH2 /λ̄2(p))

G(p, s)e(1−γ)j(p)

= e(1−γ)(j(pλH2 p/λ̄2(p))−j(p))+g(pλH2 /λ̄2(p),s)−g(p,s) (C.12)

Substituting (C.9), (C.10), (C.11), (C.12) into (C.4) yields Equation 24.

Proof of Theorem 5. The instantaneous expected return of a dividend strip with

maturity s is given by

rt−(s)− rft− = Et−

[
dFt−

Ft−dt

]
− rf (pt−)

= µF (pt− , s) + λ1(pt−)Eν

[
e−ϕZG(λH1 pt−/λ̄1(pt−), s)

G(pt− , s)

]
+ λ2(pt−)Eν

[
G(λH2 pt−/λ̄2(pt−), s)

G(pt− , s)

]
− rf (pt−)

(C.13)
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Substituting (C.9) , (24) and (20) into (C.13) yields

rt−(s)− rft− = Et−

[
dFt−

Ft−dt

]
− rf (pt−)

= µD +
∂g

∂pt−

[
φL→H − pt−(φH→L + φL→H)− pt−ι>

(
λH − λ̄(pt−)

)]
− ∂g

∂s

+ λ̄1(pt−)Eν

[
e−ϕZG(pt−λ

H
1 /λ̄1(pt−), s)

G(pt− , s)
− 1

]
+ λ̄2(pt−)Eν

[
G(pt−λ

H
2 /λ̄2(pt−), s)

G(pt− , s)
− 1

]
− β − µC + γσ2

C − λ̄1(pt−)e(1−γ)(j(pt−λ
H
1 /λ̄1(pt− ))−j(pt− ))Eν

[
eγZ

(
e−Z − 1

)]
= γϕσ2

C + λ̄1(pt−)Eν

[
e−ϕZG(pt−λ

H
1 /λ̄1(pt−), s)

G(pt− , s)
− 1

]
− λ̄1(pt−)e(1−γ)(j(pt−λ

H
1 /λ̄1(pt− ))−j(pt− ))Eν

[
eγZ

(
e−Z − 1

)]
− λ̄1(pt−)e(1−γ)(j(pt−λ

H
1 /λ̄1(pt− ))−j(pt− ))Eν

[
G(pt−λ

H
2 /λ̄2(pt−), s)

G(pt− , s)
e(γ−ϕ)Z − e(γ−1)Z

]
+ λ̄2(pt−)

(
G(pt−λ

H
2 /λ̄2(pt−), s)

G(pt− , s)
− 1

)
− λ̄2(pt−)e(1−γ)(j(pt−λ

H
2 /λ̄2(pt− ))−j(pt− ))

(
G(pt−λ

H
2 /λ̄2(pt−), s)

G(pt− , s)
− 1

)
= γϕσ2

C

− λ̄1(pt−)Eν

[(
e−ϕZeg(pt−λ

H
1 /λ̄1(pt− ),s)

eg(pt− ,s)
− 1

)(
eγZ+(1−γ)(j(pt−λ

H
1 /λ̄1(pt− ))−j(pt− ))

)]

− λ̄2(pt−)

((
eg(pt−λ

H
2 /λ̄2(pt− ),s)

eg(pt− ,s)
− 1

)(
e(1−γ)(j(pt−λ

H
2 /λ̄2(pt− ))−j(pt− ))

))
,

which verifies that the instantaneous risk premium is a function of pt− , and the func-

tional form given by (28).zen

C.2 Pricing equity

We hereby present a lemma parallel to Lemma C.1.

Lemma C.2. Let {Dt+s}s>0 be a dividend stream with dynamics given by 21, ∀s.
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Then

S(Dt, pt) =

∞∫
s=0

F (Dt, pt, s)ds

= Dt

∞∫
s=0

G(pt, s)ds (C.14)

is the time-t price of the dividend stream, or equity. Moreover, there exist processes

µFt and σFt, such that

dSt
St−

= µSt−dt+ σSt−dBC,t

+

(
S(Dt−e

−ϕZt , pt−λ
H
1 /λ1(pt−))

S(Dt− , pt−)
− 1

)
dN1t

+

(
S(Dt− , pt−λ

H
2 /λ2(pt−))

S(Dt− , pt−)
− 1

)
dN2t, (C.15)

with µSt− = µS(pt−) and σSt− = σS(pt−) satisfying

µS(p) + µπ(p) +
D

S(p)

+ λ̄1(p)Eν

[
S(De−ϕZ , pλH1 /λ̄1(p))eγZe(1−γ)j(pλH1 /λ̄1(p))

S(D, p)e(1−γ)j(p)
− 1

]

+ λ̄2(p)

(
S(D, pλH2 /λ̄2(p))e(1−γ)j(pλH2 /λ̄2(p))

S(D, p)e(1−γ)j(p)
− 1

)
= 0.∀p. (C.16)

Proof. Equation C.14 follows the absence of arbitrage. For simplicity, denote Ft(s) =

F (Dt, pt, s).

Apply Itô ’s lemma on both sides of Equation C.14, and we get

σSt =

∫ ∞
0

G(pt, s)∫∞
0
G(pt, u)du

σH(pt, s)ds, (C.17)

which is a function of pt and verifies σSt = σS(pt).
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In addition, we have

πtS(Dt, pt)− πt−S(Dt− , pt−) = πt

∫ ∞
0

F (Dt, pt, s)ds− πt−
∫ ∞

0

F (Dt− , pt− , s)ds

=

∫ ∞
0

(
πtF (Dt, pt, s)− πt−F (Dt− , pt− , s)

)
ds.

(C.18)

Finally, by Itô ’s Lemma, we can see

S(Dt, pt)µS(Dt, pt) =

∫ ∞
0

F (Dt, pt, s)µF (pt, s)ds−Dt, (C.19)

Dt term shows up as F (Dt, pt, 0) = Dt.
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Then we have

µS(p) +
D

S(D, p)
+ σπ(p)σS(p)

+ λ̄1(p)Eν

[
S(De−ϕZ , λH1 p/λ̄1(p))eγZe(1−γ)j(pλH1 /λ̄1(p))

S(D, p)e(1−γ)j(p)
− 1

]

+ λ̄2(p)

(
S(D, pλH2 /λ̄2(p))e(1−γ)j(pλH2 /λ̄2(p))

S(D, p)e(1−γ)j(p)
− 1

)

=
1

S(D, p)

(∫ ∞
0

F (D, p, s)µF (p, s)ds

)
+

1

S(D, p)
σπ(p)

∫ ∞
0

F (D, p, s)σF (p, s)ds

+ λ̄1(p)
1

S(D, p)

∫ ∞
0

Eν

[
F (De−ϕZ , pλH1 /λ̄1(p), s)eγZe(1−γ)j(pλH1 /λ̄1(p))

e(1−γ)j(p)
− 1

]
ds

+ λ̄2(p)
1

S(D, p)

∫ ∞
0

(
F (D, pλH2 /λ̄2(p), s)e(1−γ)j(pλH2 /λ̄2(p))

e(1−γ)j(p)
− 1

)
ds

=
1

S(D, p)

∫ ∞
0

F (D, p, s)

(
µF (p, s) + σπ(p)σF (p, s)

+ λ̄1(p)Eν

[
e−ϕZG(pλH1 /λ̄1(p), s)eγZe(1−γ)j(pλH1 /λ̄1(p))

G(p, s)e(1−γ)j(p)
− 1

]

+ λ̄2(p)

(
G(pλH2 /λ̄2(p), s)e(1−γ)j(pλH2 /λ̄2(p))

G(p, s)e(1−γ)j(p)
− 1

))
ds

=
1

S(D, p)

∫ ∞
0

F (D, p, s)(−µπ(p))ds

=− µπ(p)
1

S(D, p)

∫ ∞
0

F (D, p, s)ds

=− µπ(p).

(C.20)

Replace t− with t, and we can get Equation C.16.

C.3 Equity premium

We first proposes a lemma that characterizes the equity premium for a general equity

asset.

Lemma C.3. For an asset with claim to a stream of dividends with time-t price
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S(Dt, pt), its instantaneous premium is given by rt − rft = r(pt)− rf (pt), where

r(p)− rf (p) = −σπ(p)σS(p)

− λ̄1(p)Eν

[(
S(De−ϕZ , pλH1 /λ̄1(p))

S(D, p)
− 1

)(
eγZ+(1−γ)(j(pλH1 /λ̄1(p))−j(p)) − 1

)]
− λ̄2(p)

((
S(D, pλH2 /λ̄2(p))

S(D, pt)
− 1

)(
e(1−γ)(j(pλH2 /λ̄2(p))−j(p)) − 1

))
(C.21)

Proof.

rt− − rft− = Et

[
(dSt +Dt−dt)

St−dt

]
− r(pt−)

= µS(pt−) +
Dt−

St−
+ λ̄1(pt−)Eν

[
S(Dt−e

−ϕZt , pt−λ
H
1 /λ̄1(pt−))

S(Dt− , pt−)
− 1

]
+ λ̄2(pt−)Eν

[
S(Dt− , pt−λ

H
2 /λ̄2(pt−))

S(Dt− , pt−)
− 1

]
− r(pt−)

(C.22)

Substituting (C.16) and (18) into (C.22) yields The RHS of (C.21), with p = pt. As

S(D, p) is homothetic in D, we can show that in fact the RHS of (C.21) is a function

of p, which implies that rt − rft is a function of p. Finally, as rft = rf (pt), rt must be

a function of pt, and this verifies the functional form of r(pt).

Proof of Theorem 6. Note that

σπ(p) = −γσC
σS(p) = ϕσC .

In addition,
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Eν

[(
S(De−ϕZ , pλH1 /λ̄1(p))

S(D, p)
− 1

)(
eγZ+(1−γ)(j(pλH1 /λ̄1(p))−j(p)) − 1

)]

=Eν


e

−ϕZ
∞∫
s=0

eg(pλ
H
1 /λ̄1(p),s)ds

∞∫
s=0

eg(p,s)ds

− 1


(
eγZe(1−γ)j(pλH1 /λ̄1(p))

e(1−γ)j(p)
− 1

)
(
S(D, pλH2 /λ̄2(p))

S(D, p)
− 1

)(
e(1−γ)(j(pλH2 /λ̄2(p))−j(p)) − 1

)

=


∞∫
s=0

eg(pλ
H
2 /λ̄2(p),s)ds

∞∫
s=0

eg(p,s)ds

− 1


(
e(1−γ)j(pλH2 /λ̄2(p))

e(1−γ)j(p)
− 1

)
.

Combining the results above and the results from Lemma C.3 yields Equation 30.
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D The model with full information

In this section we solve the model with complete information. The endowment process

and the representative agent’s preference are the same as is in the main model. However

the representative agent knows exactly the value of λ1t. In this caseN2t does not provide

any further information and we can focus on a model with N1t only.

D.1 The representative agent’s value function

For simplicity, we define a Poisson process NS
t to capture the regime switch. The

process of the regime switch can then be characterized by the following equation:

dλ1t = (λH1 + λL1 − 2λ1t)dN
S
t . (D.1)

When dNS
t = 1, the λ1t changes value and the economy switches the regime it is in.

The (conditional) jump intensity for NS
t , or the probability of regime switch, is

given by:

φt = φ(λ1t) = φH→L1λ1t=λH1 + φL→H1λ1t=λL1 , (D.2)

which is a function of λ1t.

The representative agent’s value function is characterized by the following propo-

sition.

Proposition D.1. The representative agent’s continuation value Vt is given by

Vt = J(Ct, pt),

where

J(C, λ1) =
1

1− γ
C1−γe(1−γ)j(λ1), (D.3)
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where j(λ1), which is defined on {λL, λH1 }, is the solution to the following equations:

β(1− γ)j(λL1 ) = (1− γ)µC −
1

2
γ(1− γ)σ2 (D.4)

+ λL1Eν
[
e(γ−1)Z − 1

]
+ φL→H

(
e(1−γ)(j(λH1 )−j(λL1 )) − 1

)
(D.5)

β(1− γ)j(λH1 ) = (1− γ)µC −
1

2
γ(1− γ)σ2 (D.6)

+ λH1 Eν
[
e(γ−1)Z − 1

]
+ φH→L

(
e(1−γ)(j(λL1 )−j(λH1 )) − 1

)
. (D.7)

Proof. Conjecture that the representative agent’s continuation value is given by (D.3).

Conditioning on λ1t, the value function must satisfy the following Hamilton-Jacobian-

Bellman Equation:

f(C, J) +
∂J

∂C
CµC +

∂2J

∂C2
C2σ2

+ λ1Eν

[
J(Ce−Z , λ1)− J(C, λ1)

]
+ φ(λ1)

(
J(C, λH + λL − λ1)− J(C, λ1)

)
= 0.

(D.8)

Given the conjecture in (D.3),

1

J

(
J(Ce−Z , λ1)− J(C, λ1)

)
= e(γ−1)Z − 1. (D.9)

Dividing both sides of (D.8) by J(C, λ1), and substituting (D.9) and (3) into the

equation yields

β(1− γ)g(λ1) = (1− γ)µC −
1

2
γ(1− γ)σ2

+ λ1Eν
[
e(γ−1)Z − 1

]
+ φ(λ1)

[
e(1−γ)(j(λH1 +λL1−λ1)−j(λ1)) − 1

]
. (D.10)

As λ1 ∈ {λH1 , λL1 }, we can explicitly write down the Hamilton-Jacobian-Bellman Equa-

tions when λ1 = λH1 or λ1t = λL1 , respectively. This yields (D.4) and (D.6).

D.2 The state price density

The following theorem characterizes the state price density process of the model.
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Theorem D.1. The state-price density of the economy is given by

dπt
πt−

= µπt−dt+ σπt−dBCt

+
(
e−γZt − 1

)
dN1t +

(
e(1−γ)(j(λH1 +λL1−λ1t)−j(λ1t)) − 1

)
dNS

t , (D.11)

where µπt− = µπ(λ1t−), σπt− = σπ(λ1t−)and

µπ(λ1) = −(β + µC − γσ2
C)

− λ1Eν
[
e(γ−1)Z − 1

]
− φ(λ1)

(
e(1−γ)(j(λH1 +λL1−λ1)−j(λ1)) − 1

)
(D.12)

σπ(λ1) = −γσC . (D.13)

Proof. Duffie and Skiadas (1994) show that

πt = exp

{∫ t

0

∂

∂V
f(Cs, Vs)

}
∂

∂C
f(Ct, Vt). (D.14)

The functional form of f implies

∂

∂C
f(Ct, Vt) = β(1− γ)

Vt
Ct

= βC−γt e(1−γ)j(λ1t).

(D.15)

Combining (D.14) and (D.15), we get

πt = β exp

{∫ t

0

∂

∂V
f(Cs, Vs)

}
C−γt e(1−γ)j(λ1t). (D.16)

With Itô ’s Lemma, we have

dπt
πt−

= µπt−dt+ σπt−dBCt

+
(
eγZt − 1

)
dN1t +

(
e(1−γ)(j(λH1 +λL1−λ1t)−j(λ1t)) − 1

)
dNS

t , (D.17)
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where

µπt =
∂

∂V
f(Ct, Vt)− γµC +

1

2
γ(γ + 1)σ2

C (D.18)

σπt = −γσC (D.19)

Combining (3), (D.3) and (D.10), and we have

∂

∂V
f(Ct, Vt) = −β − β(1− γ)j(λ1t)

= −β − (1− γ)µC +
1

2
γ(1− γ)σ2

− λ1tEν
[
e(γ−1)Zt − 1

]
− φ(λ1t)

[
e(1−γ)(j(λH1 +λL1−λ1t)−j(λ1t)) − 1

]
.

(D.20)

Substituting (D.20) into (D.18), and we get

µπt = −(β + µC − γσ2
C)

− λ1tEν
[
e(γ−1)Z − 1

]
− φ(λ1t)

(
e(1−γ)(j(λH1 +λL1−λ1t)−j(λ1t)) − 1

)
, (D.21)

which is a function of λ1t and confirms (D.12).

Theorem D.2. The riskfree rate, rft, is given by

rft = rf (λ1t) = β + µC − γσ2 + λ1tEν
[
eγZt

(
e−Zt − 1

)]
. (D.22)

Proof. Non-arbitrage implies that

Et

[
dπt
πt

]
= −rt, (D.23)

where rt is the instantaneous riskfree rate. Combining (D.17) and (D.23) yields

µπt = −
(
rft + λ1tEν

[
eγZt − 1

]
+ φ(λ1t)e

(1−γ)[j(λH1 +λL1−λ1t)−j(λ1t)]
)
. (D.24)

Substituting (D.21) into (D.24), and we get (D.22).
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D.3 Pricing an equity strip

The dividend process is given by (21). Again the following lemma characterizes the

non-arbitrage condition for the process of equity strips.

Lemma D.1. Define the function

F (Dt, λ1t, s) = DtEt

[
πt∗

πt

Dt∗

Dt

]
. (D.25)

Then Ft = F (Dt, λ1t, s) is the time-t price of the dividend with maturity s ,and

G(λ1t, s) ≡ Et

[
πt∗

πt

Dt∗

Dt

]
(D.26)

is the price-dividend ratio at time t. Moreover, Ft satisfies

dFt
Ft−

= µFt−dt+ σFt−dBCt

+
(
e−ϕZt − 1

)
dN1t +

(
G(λH + λL − λ1t− , s)

G(λ1t− , s)
− 1

)
dNS

t , (D.27)

with scalar processes µHt = µH(λ1t, s) and σHt = σH(λ1ts), satisfying

µH(λ1, s) + µπ(λ1) + σH(λ1, s)σπ(λ1) + λ1Eν
[
e(γ−ϕ)Zt − 1

]
+ φ(λ1)

(
G(λH + λL − λ1, s)e

(1−γ)j(λH+λL−λ1)

G(λ1, s)e(1−γ)j(λ1)
− 1

)
= 0, (D.28)

with µπ(λ1) and σπ(λ1) given by (D.12) and (D.13), and φ(λ1) given by

φ(λH1 ) = φH→L

φ(λL1 ) = φL→H .

Proof. Non-arbitrage condition implies (D.25), and Markovian property of the state

variables implies (D.26).

Itô ’s Lemma leads to (D.27) and the functional forms of µH and σH .

Absence of arbitrage implies that the process πtF (Dt, λ1t, s) must be a martingale.
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Consider a sufficiently small but positive ∆t. It follows Itô ’s Lemma that

πt+∆tFt+∆t =

∫ t+∆t

t

πuFu(µFu + µπu + σFuσπu)du+

∫ t+∆t

t

πuFu(σFu + σπu)dBCu

+
∑

t<u1k≤t+∆t

(
πu1kFu1k − πu−1kFu−1k

)
+

∑
t<uSk≤t+∆t

(
πuSkFuSk − πuSk−F

uSk
−

)
, (D.29)

where u1k ≡ min{t : N1t ≥ k} and uSk ≡ min{t : NS
t ≥ k}. With (D.17) and (D.25),

we know

πu1kHu1k − πu−1kHu−1k
=
G(λ1u1k , s)e

(γ−ϕ)Zu1k

G(λ1u1k , s)
− 1 = e(γ−ϕ)Zu1k − 1 (D.30)

πuSkHuSk
− π

uSk
−H

uSk
− =

G(λ1uSk
, s)e

(1−γ)j(λ
1uS

k
)

G(λ
1uSk

− , s)e
(1−γ)j(λ

1uS
k
− )
− 1 (D.31)

Reordering and we have

πt+∆tHt+∆t = πtHt +

∫ t+∆t

t+
πuHu

(
µH(λ1u, s) + µπ(λ1u) + σH(λ1u, s)σπ(λ1u)

+ λ1uEν

[
e(γ−ϕ)Zu − 1

]
+ φ(λ1u)

(
G(λH + λL − λ1u, s)e

(1−γ)g(λH+λL−λ1u)

G(λ1u, s)e(1−γ)g(λ1u)
− 1

))
du

+

∫ t+∆t

t+
πuHu(σHu + σπu)dBCu︸ ︷︷ ︸

(D.32.1)

+
∑

t<u1k≤t+∆t

(
πu1k

Hu1k
− πu−

1k
Hu−

1k

)
−
∫ t+∆t

t+
λ1uEν

[
e(γ−ϕ)Zu − 1

]
︸ ︷︷ ︸

(D.32.2)

+
∑

t<uS
k≤t+∆t

(
πuS

k
HuS

k
− πuS

k
−HuS

k
−

)
−
∫ t+∆t

t+
φ(λ1u)

(
G(λH + λL − λ1u, s)e

(1−γ)g(λH+λL−λ1u)

G(λ1u, s)e(1−γ)g(λ1u)
− 1

)
du

︸ ︷︷ ︸
(D.32.3)

.

(D.32)

As (D.32.1), (D.32.2) and (D.32.3) all equal zero in expectation, the first integral must

equal zero in expectation as well, which implies (D.28).

The following theorem gives the functional form of the price of an equity strip.
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Theorem D.3. The time-t price of an equity strip maturing at time t + s, Dt+s, is

given by

Ft = F (Dt, λt, s) = DtG(s;λ1t) = Dte
g(s;λ1t), (D.33)

where the continuously differentiable function g(s;λ1t) is the solution to the following

system of ordinary differentiable equations:

d

ds
g(s;λL1 ) =− β + µD − µC + γ(1− ϕ)σ2

C + λL1Eν
[
e(γ−ϕ)Z − e(γ−1)Z

]
+ φL→He

(1−γ)[j(λH1 )−j(λL1 )]
(
eg(s;λ

H
1 )−g(s;λL1 ) − 1

)
(D.34)

d

ds
g(s;λH1 ) =− β + µD − µC + γ(1− ϕ)σ2

C + λH1 Eν
[
e(γ−ϕ)Z − e(γ−1)Z

]
+ φL→He

(1−γ)[j(λL1 )−j(λH1 )]
(
eg(s;λ

L
1 )−g(s;λH1 ) − 1

)
. (D.35)

(D.36)

with boundary condition

g(0, λ1t) = 0, λ1t = λL1 , λ
H
1 . (D.37)

Proof. We proof this by conjecture and verify.

Conjecture that the time-t price of an equity strip with maturity s is given by

(D.33). First Dt = H(Dt, λ1t, s) implies (D.37).

Itô ’s Lemma suggest that

µH(λ1, s) = µD −
d

ds
G(s;λ1) (D.38)

σH(λ1, s) = ϕσC . (D.39)

In addition,

G(λH + λL − λ1, s)e
(1−γ)j(λH+λL−λ1)

G(λ1, s)e(1−γ)j(λ1)
− 1

= e(1−γ)(j(λH+λL−λ1)−j(λ1))+g(s;λH+λL−λ1)−g(s;λ1) − 1. (D.40)
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Substituting (D.12), (D.13), (D.38), (D.39) and (D.40) into (D.28) yields

d

ds
g(s;λ1) = −β + µD − µC + γ(1− ϕ)σ2

C + λ1Eν
[
e(γ−ϕ)Z − e(γ−1)Z

]
+ φ(λ1)e(1−γ)[j(λH+λL−λ1)−j(λ1)]

(
eg(s;λ

H+λL−λ1)−g(s;λ1) − 1
)
. (D.41)

As λ1t ∈ {λH1 , λL1 }, we then can specifically write down (D.34) and (D.35) conditioning

on the value of λ1.

D.4 Equity premium

In what follows we present a lemma parallel to Lemma D.1.

Lemma D.2. Let {Dt+s}s>0 be a dividend stream with dynamics given by 21, ∀s.
Then

S(Dt, λ1t) =

∞∫
s=0

F (Dt, λ1t, s)ds

= Dt

∞∫
s=0

G(λ1t, s)ds (D.42)

is the time-t price of the dividend stream, or equity. Moreover, there exist processes

µFt and σFt, such that

dSt
St−

= µSt−dt+ σSt−dBC,t

+
(
e−ϕZt − 1

)
dN1t +

(
S(Dt− , λ

H
1 + λL1 − λ1t−)

S(Dt− , λ1t−)
− 1

)
dN2t, (D.43)
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with µSt− = µS(pt−) and σSt− = σS(pt−) satisfying

µS(p) + µπ(p) +
D

S(p)

+ λ̄1(p)Eν

[
S(De−ϕZ , λ1)eγZ

S(D,λ1)
− 1

]
+ λ̄2(p)

(
S(D,λH1 + λL1 − λ1)e(1−γ)j(λH1 +λL1−λ1)

S(D,λ1)e(1−γ)j(λ1)
− 1

)
= 0.∀p. (D.44)

Proof. Equation D.42 follows the absence of arbitrage. For simplicity, denote Ft(s) =

F (Dt, λ1t, s).

Apply Itô ’s lemma on both sides of Equation D.42, and we get

σSt =

∫ ∞
0

G(λ1t, s)∫∞
0
G(λ1t, u)du

σH(λ1t, s)ds, (D.45)

which is a function of λ1t and verifies σSt = σS(λ1t).

In addition, we have

πtS(Dt, λ1t)− πt−S(Dt− , λ1t−) = πt

∫ ∞
0

F (Dt, λ1t, s)ds− πt−
∫ ∞

0

F (Dt− , λ1t− , s)ds

=

∫ ∞
0

(
πtF (Dt, λ1t, s)− πt−F (Dt− , λ1t− , s)

)
ds.

(D.46)

Finally, by Itô ’s Lemma, we can see

S(Dt, λ1t)µS(Dt, λ1t) =

∫ ∞
0

F (Dt, λ1t, s)µF (λ1t, s)ds−Dt, (D.47)

Dt term shows up as F (Dt, λ1t, 0) = Dt.
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Then we have

µS(λ1) +
D

S(D,λ1)
+ σπ(λ1)σS(λ1)

+ λ1Eν

[
S(De−ϕZ , λ1)eγZ

S(D,λ1)
− 1

]
+ φ(λ1)

(
S(D,λH1 + λL1 − λ1)e(1−γ)j(λH1 +λL1−λ1)

S(D,λ1)e(1−γ)j(λ1)
− 1

)

=
1

S(D,λ1)

(∫ ∞
0

F (D,λ1, s)µF (λ1, s)ds

)
+

1

S(D,λ1)
σπ(λ1)

∫ ∞
0

F (D,λ1, s)σF (λ1, s)ds

+ λ1
1

S(D,λ1)

∫ ∞
0

Eν
[
F (De−ϕZ , λ1, s)e

γZ − 1
]
ds

+ φ(λ1)
1

S(D,λ1)

∫ ∞
0

(
F (D,λH1 + λL1 − λ1, s)e

(1−γ)j(λH1 +λL1−λ1)

e(1−γ)j(λ1)
− 1

)
ds

=
1

S(D,λ1)

∫ ∞
0

F (D,λ1, s)

(
µF (λ1, s) + σπ(λ1)σF (λ1, s)

+ λ1Eν

[
G(λ1, s)e

(γ−ϕ)Z

G(λ1, s)
− 1

]
+ φ(λ1)

(
G(λH1 + λL1 − λ1s)e

(1−γ)j(λH1 +λL1−λ1)

G(λ1, s)e(1−γ)j(λ1)
− 1

))
ds

=
1

S(D,λ1)

∫ ∞
0

F (D,λ1, s)(−µπ(λ1))ds

=− µπ(λ1)
1

S(D,λ1)

∫ ∞
0

F (D,λ1, s)ds

=− µπ(λ1).

(D.48)

Replace t− with t, and we can get Equation D.44.

In what follows, we proposes a lemma that characterizes the equity premium for a

general equity asset.

Lemma D.3. For an asset with claim to a stream of dividends with time-t price
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S(Dt, λ1t), its instantaneous premium is given by rt − rft = r(λ1t)− rf (λ1t), where

r(λ1)− rf (λ1) = −σπ(λ1)σS(λ1)

− λ1Eν

[(
S(De−ϕZ , λ1)

S(D,λ1)
− 1

)(
eγZ − 1

)]
− φ(λ1)

((
S(D,λH1 + λL1 − λ1)

S(D,λ1)
− 1

)(
e(1−γ)(j(λH1 +λL1−λ1)−j(λ1)) − 1

))
(D.49)

Proof.

rt− − rft− = Et−

[
(dSt +Dt−dt)

dt

]
− r(λ1t−)

= µS(λ1t−) +
Dt−

St−
+ λ1t−Eν

[
S(Dt−e

−ϕZt , λ1t−)

S(Dt− , λ1t−)
− 1

]
+ φ(λ1t−)Eν

[
S(Dt− , λ

H
1 + λL1 − λ1t−)

S(Dt− , λ1t−)
− 1

]
− r(λ1t−)

(D.50)

Substituting (D.44) and (D.12) into (D.50) yields The RHS of (D.49), with λ1 = λ1t.

As S(D,λ1) is homothetic in D, we can show that in fact the RHS of (D.49) is a

function of λ1, which implies that rt − rft is a function of λ1. Finally, as rft = rf (λ1),

rt must be a function of λ1t, and this verifies the functional form of r(λ1t).

The following theorem characterizes equity premium in the case with full informa-

tion.

Theorem D.4. The instantaneous risk premium for an equity asset as a claim to (21)

is given by

r(λ1)− rf (λ1) = γϕσ2
C

− λ̄1Eν
[(
e−ϕZ − 1

) (
eγZ − 1

)]
− φ(λ1)

((
S(D,λH1 + λL1 − λ1))

S(D,λ1)
− 1

)(
e(1−γ)(j(λH1 +λL1−λ1)−j(λ1)) − 1

))
. (D.51)

Proof of Theorem D.4. Note that

σπ(p) = −γσC
σS(p) = ϕσC .
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In addition,

Eν

[(
S(De−ϕZ , λ1)

S(D,λ1)
− 1

)(
eγZ − 1

)]
=Eν

[(
e−ϕZ − 1

) (
eγZ − 1

)](
S(D,λH1 + λL1 − λ1)

S(D,λ1)
− 1

)(
e(1−γ)(j(λH1 +λL1−λ1)−j(λ1)) − 1

)
=

(
S(D,λH1 + λL1 − λ1))

S(D,λ1)
− 1

)(
e(1−γ)(j(λH1 +λL1−λ1)−j(λ1)) − 1

)
.

Combining the results above and the results from Lemma C.3 yields Equation 30.
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Figure 1: Evolution of financial moments given realization of one disaster and one
regime switch
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Note: Simulated moments of the equity asset in the case of a disaster realization and a
regime switch. The sample length is 1440 trading days (6 years, with each year having
240 trading days). The realization of disaster is on the 240th day of the simulation
sample, while the regime switch happens on the 960th day of the simulation sample.
The physical regime starts with the high-risk state, and switches to the one with
low risk. The belief of the agent in the learning case starts with the unconditional
probability of the high-risk state (φL→H/(φH→L + φL→H)). There are no diffusion
shocks (BCt = 0) throughout the simulation. rx denotes the excess returns, and rf
denotes the riskfree returns. The dividend at the beginning of the simulation sample
is 1. The unit is percentage per annum.
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Figure 2: Realized daily excess return given realization of one disaster and one regime
switch
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Note: Simulated realized excess returns of the equity asset in the case of a disaster
realization and a regime switch. The sample length is 1440 trading days (6 years, with
each year having 240 trading days). The realization of disaster is on the 240th day
of the simulation sample, while the regime switch happens on the 960th day of the
simulation sample. The physical regime starts with the high-risk state, and switches
to the one with low risk. The belief of the agent in the learning case starts with the
unconditional probability of the high-risk state (φL→H/(φH→L +φL→H)). There are no
diffusion shocks (BCt = 0) throughout the simulation. The unit is percentage per day.
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Figure 3: Simulation sample moments of market portfolio excess return with different
signal characteristics
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for sample median, the black dashed lines stand for empirical estimates, and the red
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Figure 4: Simulation sample moments of riskfree rates with different signal character-
istics
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simulation samples, and each sample has length of 58 years. The figures on the left are
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H
2 = 0.1, while the figures on the right are

with unconditional signal intensity ratio λL2 /λ
H
2 = 0.5. The red lines stand for sample

median, the black dashed lines stand for empirical estimates, and the red stars stand
for sample mean. The unit is percentage per annum.
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Table 1: Calibration and simulation parameters

Panel A: Basic parameters
Average log growth in consumption µC(%) 2.50
Average log growth in dividend µD(%) 2.90
Volatility of consumption growth σC(%) 2.00
Leverage of equity asset ϕ 3.00
Rate of time preference β 0.012
Relative risk aversion γ 2.6

Panel B: The process for λ1t

Probability of switching to the high state φL→H(%) 3.33
Probability of switching to the low state φH→L(%) 33.33
Probability of disaster in the low state λL1 (%) 0.07
Probability of disaster in the high state λH1 (%) 30.75

Note: Parameter values for the main calibration, expressed in annual
terms.
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Table 2: Summary statistic of the market portfolio & riskfree
rates with infrequent signals

Panel I: Full Information

Statistics Estimate Mean 90% CI
¯RXt 6.81 6.29 [3.01, 10.73]

σRX 16.91 19.58 [6.22, 31.87]
Skewness −0.83 2.05 [−0.96, 4.80]
R̄ft 0.78 1.49 [−2.45, 3.62]
σRf

2.41 5.18 [0.00, 9.88]

Panel II: Learning Case

Statistics Estimate Mean 90% CI

¯RXt 6.81 7.40 [5.46, 9.66]
σRX 16.91 12.92 [5.80, 22.74]
Skewness −0.83 −0.80 [−2.66, 0.70]
R̄ft 0.78 0.06 [−2.33, 1.34]
σRf

2.41 2.92 [0.00, 6.14]

Note: This table compares the simulation results with the cases of
learning and full information. Panel I reports the simulated mo-
ments when the economy has perfect information, while Panel II
reports the results when λ1t is latent and agent learns the value
through disasters. We simulate 2,000 parallel samples, and each
sample has length 58 years. The empirical moments are computed
using annual weighted average returns of NYSE/AMEX/NASDAQ
and gross returns of one-month treasury in each calendar year. The
sample period is 1961-2018.
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